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Abstract − In this study, the classification study of human facial expressions in real-time images is discussed. 

Implementing this work in software have some benefits for us. For example, analysis of mood in group photos 

is an interesting instance in this regard. The perception of people’s facial expressions in photographs taken 

during an event can provide quantitative data on how much fun these people have in general. Another example 

is context-aware image access, where only photos of people who are surprised can be accessed from a database. 

Seven different emotions related to facial expressions were classified in this context; these are listed as 

happiness, sadness, surprise, disgust, anger, fear and neutral. With the application written in Python 

programming language, classical machine learning methods such as k-Nearest Neighborhood and Support 

Vector Machines and deep learning methods such as AlexNet, ResNet, DenseNet, Inception architectures were 

applied to FER2013, JAFFE and CK+ datasets. In this study, while comparing classical machine learning 

methods and deep learning architectures, real-time and non-real-time applications were also compared with 

two different applications. This study conducted to demonstrate that real-time expression recognition systems 

based on deep learning techniques with the most appropriate architecture can be implemented with high 

accuracy via computer hardware with only one software. In addition, it is shown that high accuracy rate is 

achieved in real-time applications when Histograms of Oriented Gradients (HOG) is used as a feature extraction 

method and ResNet architecture is used for classification. 

Keywords − Classification, convolutional neural network, deep learning, emotion analysis, image processing 

 

1. Introduction 

    One of the biggest problems encountered within the scope of face based, computer-generated image 

applications are the variety of expressions in facial images (Yang & Kriegman, 2002). Although many 

system suggestions have been put forward, regarding the resistance to facial expressions, the problem 

could not be resolved (Frank, 2019). The face, which is easy to access and has a high distinctiveness, 

has been the subject of researchers for many years. Facial diagnosis and recognition studies have 

contributed not only to the development of security surveillance systems, but also to the development 

of neurology and psychology sciences (Yang & Kriegman, 2002).  Negative aspects of the examination 

of facial images are mainly related to head posture, lighting conditions and facial expressions. Today, 

accessing and processing three-dimensional (3D) facial information has become extremely easy. This 

situation contributed significantly to the solution due to the pose and illumination, which does not 

change due to the nature of the data. Similar developments are also observed in facial expression 
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recognition (Göngör & Tutsoy, 2018;  Tutsoy et al., 2017; Zhao et al., 2015; Kuo et al., 2018;  Jung et 

al., 2015;  Abdullah, et al., 2021). Göngör & Tutsoy proposed a facial emotion recognition system to 

use in humanoid robot. They used eigenface method to extract the features. Then these features were 

classified by using Artificial Neural Network (ANN). They achieved promising results as a result of this 

study (Göngör & Tutsoy, 2018) . The results appear to be open to improvement. With the widespread 

use of deep learning, Zhao et al.  analysed a deep learning method for facial emotion recognition in 2015 

(Zhao et al., 2015). But they didn’t examine the real time applications in facial emotion recognition. 

Kuo et. al. analysed deep learning methods both real time and non-real time applications. The results 

showed that the accuracy rate decrease for the real time applications (Kuo et al., 2018). 

The recognition of facial expressions is used in wide area such as, the fields of security and visual 

surveillance and security, medical diagnosis, emotional research, law enforcement, and education (Li et 

al., 2020).  

Facial expressions that provide important clues about people's emotional states, cognitive activities, and 

interest orientations; is also among the main factors affecting face-to-face communication. This makes 

machine-human interaction as important as expressions. Classification of facial expressions is also very 

important in terms of precautions that can be taken against these changes (Li & Liam, 2021). If the 

subject is handled in terms of security applications, it will be possible for face detection and recognition 

systems to give higher accuracy results by classifying two-dimensional (2D) face images according to 

the expressions they contain (Bhattacharya, 2021).  

Facial expressions can be considered as concrete indications of individuals' feelings, understanding, 

characters and psychological states, and they are also an important tool in people's relations with each 

other. Mehrabian states that listeners are significantly influenced by their facial expressions (Mehrabian, 

2016). Darwin argued that humans and animals contain some innate emotions in their nature and that 

these emotions are reflected as facial expressions. After this first study on facial expression analysis, it 

was revealed by Ekman and Friesen in 1971 that there are 6 basic emotions and each of them is reflected 

with different facial expressions; these are listed as anger, disgust, fear, happiness, sadness and surprise 

(Karaboyacı, 2009).  

The use of still images and sequences of images has enabled facial expression analysis to cease to be a 

research topic that remains only within the boundaries of psychology. Developments in this area such 

as face detection, face tracking and face recognition in images have led to an increase in the number of 

studies on facial expression analysis. Facial expressions are formally determined by the deformation of 

certain regions on the face. By contractions of the facial muscles, especially the eyebrows, eyelids, lips, 

facial skin, facial features such as nose and temporary undergo changes because of the location of these 

temporary changes to a few seconds, the intensity and determination of the dynamics, in terms of 

detection and classification of facial expressions is of major importance. The extent and duration of such 

changes; it can change in line with the person, age, race, and gender, making the problem very stratified 

and difficult to solve.   Pantic and Rothkrantz identified 3 main problems that emerged in studies on 

facial expression analysis. These are detection of facial parts in the image, extracting the features of 

facial expressions and facial expressions classification (Pantic & Rothkrantz, 2001). 

It is seen that the studies in the literature also focus on solving the three main problems mentioned above. 

Kotsia and Pitas used support vector machines (SVM) for facial expression analysis over image 

sequences (Kotsia & Pitas, 2005). Within the scope of the study, they carried out, expression 

classification is made according to the displacement with the following images by referring to the points 

placed in the first image in the image sequence. Classify six different facial expressions, Otsuka used 

classifiers based on the Hidden Markov Model (HMM) (Pantic & Rothkrantz, 2001). Within the scope 

of their studies using Gabor features in expression analysis, suggested the AdaSVM method developed 

by them (Islam & Al-Murad, 2017); Cohn and Kanade achieved extremely high success rates in the 

facial expression dataset (Lucey et al., 2010).  "Feature selection", which is one of the three main 

problems defined by Pantic and Rothkrantz, is a part of the extraction of features of facial expressions, 
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and it is a research topic in which studies on classification of expressions are carried out continuously 

(Pantic & Rothkrantz, 2001). 

In Donato's approach, techniques for facial recognition were initially used (Yang & Kriegman, 2002).   

In the face image, there is also the identity information along with the expression; to perform a detailed 

expression analysis, it is useful to remove the identity information from the image. By taking sequences 

of images from the video, a difference image is created, and expressions were classified according to 

different spatial analyzes with optical flow estimation. Again, in Pantic and Rothkrantz's approach, 

facial movement units (Action Units) were determined by fitting point-based face models to the image; 

These movements have been used to classify emotional expressions (Pantic & Rothkrantz, 2001). In 

Colmenarez's work, feature points are also used for face modeling (Colmenarez et al., 1999). On the 

other hand, it should be said that the excessive dependence on the accuracy of the feature points is a 

disadvantage for such approaches. Numerous studies have been conducted on facial expression tracking 

and expression classification. These studies generally consist of three basic steps: face detection, facial 

feature extraction and facial expression recognition (Dhavaliker and Kulkarni, 2014). In determining 

the facial region, features such as skin color and the geometric structure of the face are considered. The 

fact that the real world is 3D in computer vision and 2D image processing brings with it some difficulties. 

It is extremely difficult to solve the face detection problem with a computer model. Therefore, face 

detection must also be accurate for an accurate and reliable facial expression recognition system. In the 

studies, two feature selection approaches are used to determine the ones that carry the most information 

about the expression analysis of the selected features (Güneş & Polat, 2009). The common features of 

the approaches can be listed as transforming the multiple classification problem into a binary 

classification problem, applying the feature selection, and then combining the selected features and 

using them for classification. For the real time facial expression recognition system, various studies have 

been done by using deep learning algorithms (Buhari et al., 2022; Umer et al., 2022; Bisogni et al., 

2022). Umer et al. examined the effects of data augmentation methods to classify facial emotions for 

different database (Umer et al., 2022). Also they obtained successful accuracy results but they didn’t 

examine the results of real time application. Similarly, Bisogni et al analyzed deep learning approaches 

for the facial emotion recognition problem. As a result of these approaches, successful results were 

obtained for different data sets (Bisogni et al., 2022). However, they did not calculate accuracy for real-

time systems as in the study of Umer et al.. Buhari et al. proposed a new method to recognize real-time 

facial emotion. In their studies, the accuracy rate was obtained as 87% in SMIC dataset (Buhari et al., 

2022). Although good results have been obtained for the real-time application, it seems that there are 

results that are open to improvement. Saurav et al. improved dual integrated Convolutional Neural 

Network (CNN) architectures and they obtained the accuracy results for the different database (Saurav 

et al., 2022). Their study didn’t include real time face emotion recognition. All these studies indicate the 

need to increase accuracy for real-time systems in facial expression recognition. It seems that it is 

difficult to achieve high classification success in real-time systems due to various environmental (light, 

camera) factors (Buhari et al., 2022; Devrim et al., 2019, Engin et al., 2017 ). The classification accuracy 

in this regard needs to be improved. For these reasons, the aim of this study is to increase the success of 

facial emotion recognition for real-time systems. 

In this study, different algorithms were evaluated to find best method for real-time facial recognition 

system.  In this context, detailed analyzes are included in this study. After feature extraction in image 

processing, successful results can be obtained with traditional machine learning methods (Nagaraj & 

Banala, 2021). For this reason, in this study traditional machine learning algorithms and convolutional 

neural networks were compared. Also different databases were used to compare the effects of the 

databases in the algorithms. In addition to these, two practices were applied to all databases and 

algorithms to compare real-time and non-real time applications. The rest of this study is organized as 

follows: the dataset, deep learning models, methods, and techniques are given in Sect. 2. The results of 

real time applications are reported in Section 3. Also the discussion of the results is given in Section3. 

Section 4 consist of conclusion. 



Journal of Advanced Research in Natural and Applied Sciences                                       2022, Vol. 8, Issue 4, Pages: 736-752 

739 
 

2. Materials and Methods  

Facial recognition system is an integrated system consisting of software and the best deep learning 

facial system recognition. In this study, we have analyzed the different machine learning algorithms to 

understand which method is proper for the real time emotion recognition system. While the public 

datasets were used in the creation of the models, the test phase was carried out with 2 different practices 

to objectively test the success of these algorithms. In practice 1, all models were tested using images 

consisting of 70 image data (Mena-Chalco et al., 2009) not used in the training set. In practice 2, images 

captured from webcam were used to test the models. 

The aim of this study is to create a real-time face recognition system with the Python programming 

language. Since it worked with the three different databases, a laptop computer with powerful hardware 

was chosen to run the software. To obtain the best results, the application and different parameters and 

tests were repeated several times on the Spyder and Anaconda development environment using Python 

language on an 8-core Intel Core i7 processor HP laptop. Python is an object-oriented, interpretative, 

modular, and interactive high-level programming language. Simple syntax based on indentations makes 

the language easy to learn and remember. This gives it the feature of being a language where 

programming can be started without wasting time with the details of syntax (Python Software 

Foundation, 2012). It is using only CPU cores for all other phases except the face recognition phase. 

The laptop's GPU is not used because, as mentioned above, the goal is to develop a system that can run 

with very few computational resources. Also, Logitech C270 720p webcam was used externally from 

the laptop to capture images and videos to test the system on a standard laptop. In this study, the camera 

was set to be directly opposite and this program was run in a bright environment to obtain more accurate 

results. 

TensorFlow is an open-sourced end-to-end platform, a library for multiple machine learning tasks, while 

Keras is a high-level neural network library that runs on top of TensorFlow, whereas OpenCV is a 

computer vision library (Terra, 2022). OpenCV is library developed specifically for computer vision 

algorithms. Tensorflow is framework for machine learning problems. Though it is suited for more 

general problems as well, such as: classification, clustering and regression, you can do image recognition 

with TensorFlow. Keras is a high-level neural networks API, written in Python and capable of running 

on top of Tensorflow. It concludes that Tensorflow being a machine learning framework is widely 

adapted for deep learning tasks in research and industrial community. (Mokhtari, 2021) Most of the 

open-sourced deep learning models are written in either Tensorflow. With OpenCV, you can test simple 

face detection techniques like SVM and Histograms of Oriented Gradients (HOG). 

In this study, three different public databases were used to train the model. These are FER2013, JAFFE 

and CK+ databases. These datasets were chosen because they are widely used public datasets. Chen et 

al. analyze and compare facial expression recognition methods. In this study, they propose some 

evaluation dimensions and discuss possible directions for future research by using CK+ database (Chen 

& Wu, 2018). Feature extraction is important issue in real-time application in terms of processing time. 

To extract the feature, HOG method was used. Different machine learning algorithms were used to 

classify these extracted features. These are k-Nearest Neighbor (k-NN), SVM and CNN methods. Also 

transfer learning was used in CNN architecture to improve the performance of the network.  

2.1 FER2013 Database 

     The FER2013 dataset used to create the model in this study includes 35,887 face images. These 

images are in gray format with 48x48 pixels. Label parts of these photos are included in this data set. 

The photographs that contain 7 different emotions -happiness, sadness, surprise, disgust, anger, fear and 

neutral - described in the previous sections are a data set is open source. Some images used in the 

FER2013 data set are given in Figure 1. 
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Figure 1. FER2013 dataset (Verma & Verma, 2020) 

2.2 JAFFE Database 

The JAFFE database is a publicly available dataset of 213 facial expression images of 10 Japanese 

women, called the Japanese Female Facial Expression (JAFFE). Each subject displayed 7 basic 

emotions, and each expression included 3 - 4 images per subject. This database, which contains 30 

angry, 29 disgust, 33 fear, 30 happiness, 31 sad, 30 surprise and 30 neutral expressions and it is a 

grayscale and has a resolution of 256 x 256 pixels. All facial images were created under similar, highly 

controlled lighting conditions, without any environmental factors such as hair or glasses. Some images 

used in the JAFFE data set are given in Figure 2. 

 

 
Figure 2. JAFFE dataset (Akinrotimi, 2018) 

2.3 CK+ Database 

The expanded Cohn-Kanade (CK+) dataset includes 593 images from a total of 123 different subjects 

aged 18 to 50 years, of various genders. Each image is in 640x480 pixel resolution and mostly in gray 

format. 327 of these images were tagged with one of the seven expressions. The CK+ database is 

considered the most widely used laboratory-controlled facial expression classification database 

available and is used in most facial expression classification methods. Some images used in the CK+ 

data set are given in Figure 3. 

 

 
Figure 3. CK+ dataset (Lucey et al., 2010) 
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2.4 Feature Selection Method Used in the Application 

In this study, a real-time facial expression recognition software was studied. Different models were 

composed by using different machine learning methods. These models are basically based on 

recognizing 7 basic emotions. This software is based on the determination of facial expressions and their 

classification through decision mechanisms. For the classification of facial expressions, the main 

features expressing emotions should be extracted. In this study, these processes are carried out with the 

method named HOG.  An example image with the HOG method is given in Figure 4. The histogram of 

directed gradients is a feature selection method used in computer vision and image processing for object 

detection, a feature descriptor often used for object detection. It relies on the property of objects within 

an image to have the distribution of density gradients or edge directions. Gradients are calculated within 

one image per block. A block is considered a pixel grid from which gradients are created from the 

magnitude and direction of the change in pixel intensities within the block. 

 

 
Figure 4. HOG sample face photo (Islam & Al-Murad, 2017) 

 

A window size of 128 x 128 pixel was used for face images because it covers human faces (Yang & 

Kriegman, 2002). In HOG methods, identifiers are calculated on blocks of 8 x 8 pixels. For each pixel 

on the 8 x 8 block, these descriptive values are quantized into 9 bins, where each bin represents a 

directional gradient angle and the value in that bin, which is the sum of the magnitudes of all pixels with 

the same angle. Also, the histogram is then normalized to a block size of 16 x 16, which means four 8 x 

8 blocks are normalized together to minimize light conditions. This mechanism reduces the accuracy 

drop due to a change in light.  

In this study, one of the deep learning libraries of the Python programming language, Keras - 

TensorFlow was used in this software. The block diagram of the proposed method is shown in Figure 5. 

When the program is run, it takes face images from the webcam and after a preprocessing called 

preprocessing, face detection is made. Then, features are extracted with the HOG method. The features 

are performed automatically with the designed convolutional neural network. By extracting features of 

face, seven universal emotions can be classified as happiness, sadness, anger, disgust, surprise, neutral 

and fear. 
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Figure 5. The proposed emotion recognition system from facial expression based on image processing 

2.5 Methods 

    In this study, 3 different machine learning methods were used to classified. SVM and k-NN are 

traditional machine learning algorithms. CNN is one of the deep learning algorithm.  Thus, in this study, 

traditional methods and deep learning can be compared for emotion recognition application. 

SVM is a supervised machine learning algorithm used in classification and regression problems. In 

classification applications, SVM method is a binary classifier. In the SVM algorithm, each data is 

represented as a point in n-dimensional space, with the value of a particular coordinate. It then finds the 

hyperplane that best separates the two classes. The algorithm classifies the data according to which side 

of this hyperplane it is (Khoong, 2021). 

k-NN is one of the supervised machine learning algorithms. So the algorithm uses the labeled dataset. 

The class of the new observation is determined according to the classes of the k nearest observations. 

The new observation is classified according to the class with the highest votes among its k nearest 

neighbors (Srivastava,2018). 

CNN is a deep learning network that is very successful in image processing. It is developed by analogy 

from the visual cortex. CNN architecture processes the image by passing it through various layers. The 

commonly used layers are convolution layer, pooling layer, flattened layer, fully connected layer and 

softmax layer. Different architectures can be obtained stacking of these layers (Verma &Verma, 2020) 

Alexnet is the first large-scale CNN architecture to succeed in the Imagenet competition (Çınar, 2018). 

Alexnet architecture composes of 5 convolution layers and 3 fully connected layers. It was trained with 

approximately 1.3 million images with 1000 classes. Residual Network (ResNet) is another CNN 

architecture. The main basic element of the Resnet architecture is residual blocks. To prevent vanish 

gradient problem, residual links are used in this architecture (Özdemir et al., 2019). There are different 

ResNet architectures with different number of layers. In this study, Resnet50 consisting of 50 layers was 

preferred. While training neural networks, losses occur in the feature map due to convolution and 

pooling operations. Dense net architecture has been proposed to prevent this. It is a CNN architecture 

consisting of dense blocks.  The layers within the blocks are densely interconnected (Özdemir et al., 

2019). And lastly, InceptionV3 CNN architecture was used. This architecture proposes an initial model 

that combines multiple different sized convolutional filters into a new filter (Islam & Al-Murad, 2017). 

This model reduces the number of parameters to be trained. This also reduces the computational 

complexity of the model. 

2.6 Transfer Learning  

Reuse of a previously trained model on a new problem is defined as transfer learning in machine 

learning. Transfer learning is the reuse of information learned by one network in another dataset to 

improve the performance of another network (Sharma, 2021).  
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A machine uses knowledge learned from a previous assignment to increase insight into a new task in 

transfer learning. When training a classifier to predict whether an image contains anything, information 

acquired during training can be used to distinguish faces. If a simple classifier is trained to predict 

whether an image contains a smiling human face, the model's training information can be used to identify 

other facial expressions. 

Transfer learning is commonly applied in sentiment analysis (Li & Lima,2021). Neural networks 

typically aim to detect edges in the first layer, forms in the middle layer, and task-specific features in 

the later layers(Çınar, 2018). The early and central layers are used in transfer learning, and the later 

layers are only retrained. As the newly created model is trained to recognize facial expressions at earlier 

levels, subsequent layers are retrained to understand what distinguishes a smiley from other expressions 

(Akinrotimi, 2018). 

This information learned by a deep network is used by adapting the model to improve the performance 

of another network and to develop a network that is not suitable for the training set. The situations where 

the model trained and used for a different data set is called model adaptation. The purpose of this method; 

the knowledge of the previous model is used by creating a new model on top of the models at a certain 

level that have learned the subject well (Goodfellow et al., 2017)  

3. Results and Discussion 

JAFFE, FER2013 and CK+ databases as facial expression databases are applied to observe the 

difference between the management applied in this study and the methods in the literature. OpenCV 

library for face reading and face recognition processes were used. Studies were carried out with k-NN 

and SVM classifiers and AlexNet, ResNet, DenseNet and Inception learning algorithms. All the results 

are given in Table 1. 

 

Table 1 

The comparison of accuracy rate and performances of different algorithms for practice 1 
 

Database 
Practice-1 Practice-2 

Training 

Time 

(sec) Accuracy Accuracy 

SVM JAFFE 73,08% 74,80% 11 

FER2013 71,88% 73,22% 12 

CK+ 72,74% 74,45% 11 

KNN JAFFE 72,58% 74,98% 12 

FER2013 77,39% 78,92% 14 

CK+ 73,94% 76,71% 13 

AlexNet JAFFE 81,67% 83,48% 30 

FER2013 83,42% 84,70% 34 

CK+ 82,26% 84,11% 32 

ResNet50 JAFFE 90,34% 91,64% 22 

FER2013 93,85% 94,51% 26 

CK+ 92,11% 93,12% 25 

DenseNet121 JAFFE 89,82% 90,26% 28 

FER2013 92,04% 92,30% 31 

CK+ 90,79% 91,54% 30 

InceptionV3 JAFFE 84,58% 87,52% 16 

FER2013 86,73% 89,30% 19 

CK+ 85,07% 87,85% 17 

 

In this study, accuracy and time analyzes of two different applications were carried out. In practice 

1, facial expressions belonging to 10 different people (Mena-Chalco, 2009) were shown the model to 

test. In practice 2, it was tried to perform the emotion recognition function from facial expression in real 

time by using web-cam image. The accuracy rates obtained during these applications and the time spent 

in each training round in machine / deep learning methods are given in seconds. All transfer learnings 

were performed in 100 rounds to get the best results. The epoch, batch size, momentum and learning 
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rate are selected as 100, 32, 0.9 and 0.01 respectively in all transfer learning architectures. Adam 

optimization algorithm was used to update network weights.   To obtain overfitting problem dropout 

was applied and dropout rate was selected as 0,2. In terms of accuracy, it is observed that deep learning 

networks have a very high accuracy rate. 

In the first application, all methods, and their effects on three different databases (JAFFE - FER2013 - 

CK+) were tested with a total of 70 images of 10 different people. The expressions shown in Figure 6 

shows the emotions detected by the application. 

 

 
(a) 
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(b) 

Figure 6. The faces images used in the practice-1 for test a) first five-person b) last five person (Mena-

Chalco, 2009) 

In second practice, the webcam images shown in Figure 7 classified for the facial expression in real –

time. When the model was trained with the FER2013 database and classified by using SVM method, 

the confusion matrix shown in Figure 8 is obtained for practice 2. The color bar in Figure 8 indicates 

that if the color in the confusion matrix is approaching red, the value is approaching 100%. If it is going 

towards the dark blue color, it indicates that it is approaching 0%. The model achieved the highest 

success in recognizing the "neutral” expression. The lowest accuracy rate was recorded in the facial 

expressions of "surprise”. 
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Figure 7. Screenshot images (angry, sad, fear, disgust and happy) from real-time face emotion 

recognition application 

 

 
Figure 8. The confusion matrix when the model is trained with FER2013 database and the SVM 

algorithm is used for classification in practice 2  

 

In another model, the highest accuracy rate was obtained for the practice 2 when the model was 

trained with FER2013 database in ResNet architecture, which is one of the transfer learning methods. 

In this model, the lowest accuracy rate was observed in the expressions "disgust" and "surprise", while 

the highest accuracy rate was observed in the expression "neutral". The confusion matrix of this study 

is also given in Figure 9. 
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Figure 9. The confusion matrix when the model is trained with FER2013 database and ResNet 

architecture is used for classification in practice 2. 

The confusion matrix, which includes the accuracy rates according to the seven different expressions 

that are considered as a basis. Neutral expression was mostly observed as the expression with the highest 

accuracy rate. The main reason for this is that a neutral facial expression can be created on the face 

without activating any facial muscles. Many different muscles of the face must be activated and 

contracted at the same time in the other facial expression. These contractions occur differently on each 

face. These differences detected better as the dataset gets larger and random. Thus, as the data set grows, 

the expression detection rate also increases. The FER2013 dataset contains the most data from the 

datasets used in this study. As can be seen from Figure 10, the highest success was achieved in all 

methods except SVM when FER2013 data was used in training stage. SVM is a method that is successful 

even when the number of features is high and the number of measurements is low (Güneş & Polat, 2009) 

For this reason, this study also achieves a certain success in data sets with a small number of data such 

as JAFFE dataset. 

In practice 2, tests were carried out in real time and the expressions taken by the webcam The results of 

our application show that the tests were more successful in real-time application. The reason for this is 

that preprocessing, and feature extraction processes are successful in real-time applications when 

suitable conditions are created. 
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Figure 10. The comparison of accuracy rates of different algorithms for practice 1 and 2. 

In the Figure 10, which method gives better results in which application and which method achieves 

higher accuracy are detailed. ResNet50 was observed in the FER2013 dataset with an accuracy rate of 

94.51%. Also classification successes given in Table 2 are analyzed according to each facial expression. 

Neutral expression is mostly observed as the expression with the highest accuracy rate like the practice 

1. For the same reason as in application 1, it is thought that the success obtained in neutral expression is 

high. 

 

Table 2 

Classification accuracies of each facial expression for practice 2. 

Method Dataset 
Neutral 

(%) 

Happy 

(%) 

Sad 

(%) 

Suprise 

(%) 

Anger 

(%) 

Disgust 

(%) 

Fear 

(%) 

SVM 

JAFFE 73,63 73,87 71,24 71,92 72,94 71,63 73,36 

FER2013 73,45 71,39 70,75 69,83 72,22 72,98 72,46 

CK+ 73,15 73,48 71,13 71,26 71,91 71,56 72,54 

KNN 

JAFFE 73,46 73,43 72,91 71,82 72,67 71,83 71,92 

FER2013 78,64 77,84 76,97 76,58 77,42 76,24 76,43 

CK+ 74,65 74,18 74,81 72,26 75,27 72,74 73,36 

AlexNet 

JAFFE 82,29 82,45 80,91 79,83 80,19 80,13 81,59 

FER2013 83,86 83,89 83,56 81,76 83,47 83,61 83,72 

CK+ 82,93 82,79 81,65 81,26 82,73 81,88 82,46 

ResNet50 

JAFFE 90,83 90,61 90,14 90,50 89,73 89,84 90,89 

FER2013 94,83 93,42 92,84 91,76 92,51 91,79 92,23 

CK+ 92,61 92,17 91,68 91,13 92,09 91,49 91,88 

DenseNet121 

JAFFE 89,42 89,35 89,07 88,59 89,29 89,12 89,20 

FER2013 92,18 91,28 91,07 90,69 91,68 90,83 92,05 

CK+ 90,12 90,25 90,92 90,87 91,26 90,45 91,62 

InceptionV3 

JAFFE 86,17 85,97 85,57 84,74 85,21 85,15 85,23 

FER2013 88,59 88,21 86,65 86,41 86,26 85,42 85,33 

CK+ 86,13 85,70 85,42 84,69 84,57 84,12 84,24 

 

When the results obtained in this study are compared with the results of the literature, it seems that 

successful results have been obtained with the proposed method. The results are given in Table 3. 

Feature extraction with the HOG method and then classification of the obtained feature extracted image 
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with the resnet50 architecture has been successful in all datasets. When the literature results are 

examined, there are higher successful results. However, since these results do not include real-time 

application, a full comparison cannot be made. The results show that the overall success of the proposed 

method is high for all data sets. 

3. 2 Application Restrictions 

For software to achieve higher accuracy and to work with better performance, some of the 

restriction steps we encountered in our system are listed below. 

 Real-time recognition becomes very difficult for 720p and higher images. This is because the 

time it takes to execute the face position step is also significantly extended on the platform. 

Therefore, our system's real-time recognition is limited to images in sizes from 180p to 720p. 

 The system can detect and recognize faces from about 50 to 100 cm from the webcam. Outside 

of this range, the system will perform poorly. 

 Since no extra flash or lighting system is used in the system, the angle of the camera and the 

amount of light in the environment also affect the performance of the system. For best 

performance, the camera should be positioned so that it does not reflect overhead lighting or 

daylight. 

 

Table 3 

The comparison of accuracy rates with literature for each dataset 

Study  Dataset 
Feature Extraction 

Method 

Classification 

Method 

Real 

Time 

Accuracy 

(%) 

Saxena, A., 2020 JAFFE MLP ANN x 73 

Saxena, A., 2020 JAFFE Haar ADABOOST x 92 

Saxena, A., 2020 GWI Spectral Embedding GABOR x 62.3 

Chen, Y., 2018 CK+ - SVM x 79 

Sebe, N., 2004 - Optical Flow K-NN  86 

Devrim, M., O., 2019 JAFFE Viola Jones DenseNet  90,18 

Devrim, M., O., 2019 JAFFE Viola Jones InceptionV3  87,50 

Devrim, M., O., 2019 JAFFE Viola Jones ResNet  91,52 

Özdemir, M., A., 2019 FER2013 BPSO ResNet x 83,40 

Engin, D., 2017 CK+ LBP ResNet  93,21 

Engin, D., 2017 CK+ LBP InceptionV3  85,77 

Zhao, X. 2015 JAFFE CNN RELM* x 96,8 

Zhao, X. 2015 CK+ CNN RELM* x 86,5 

Zhao, X. 2015 FER2013 CNN RELM* x 62,5 

This Study JAFFE HOG Resnet50  91,64 

This Study FER2013 HOG Resnet50  94,51 

This Study CK+ HOG Resnet50  93,12 

*Regularized Extreme Learning Machine 

4. Conclusion 

Computer-based expression recognition models have a wide range of uses in daily life. In this study, 

a facial expression recognition system was developed to detect seven facial expressions based on facial 

mimics in real time. Different classification methods, were compared in terms of accuracy rates and 

training times with training images in databases which have different number images. Spyder software, 

Keras, Tensorflow and OpenCv libraries have been installed in the computer environment. Among the 

classification methods, k-NN, SVM, AlexNet, ResNet, DenseNet and Inception were preferred. JAFFE, 

FER2013 and CK+ were preferred as databases because these are open source. A comprehensive 

analysis was performed for the different datasets and different methods. According to the results of the 

applications made in these different methods and databases, the highest accuracy rate was observed in 

https://www.researchgate.net/publication/339119986_Emotion_Recognition_and_Detection_Methods_A_Comprehensive_Survey
https://www.researchgate.net/publication/339119986_Emotion_Recognition_and_Detection_Methods_A_Comprehensive_Survey
https://www.researchgate.net/publication/339119986_Emotion_Recognition_and_Detection_Methods_A_Comprehensive_Survey
https://ieeexplore.ieee.org/document/8584202
https://www.researchgate.net/publication/228616884_Multimodal_emotion_recognition
https://tez.yok.gov.tr/UlusalTezMerkezi/tezDetay.jsp?id=vLQ0gfV9vTaOpH16k6kjMA&no=ZgJjiVHnbVeqxh9M0L2OHg
https://tez.yok.gov.tr/UlusalTezMerkezi/tezDetay.jsp?id=vLQ0gfV9vTaOpH16k6kjMA&no=ZgJjiVHnbVeqxh9M0L2OHg
https://tez.yok.gov.tr/UlusalTezMerkezi/tezDetay.jsp?id=vLQ0gfV9vTaOpH16k6kjMA&no=ZgJjiVHnbVeqxh9M0L2OHg
https://www.researchgate.net/publication/336287978_Real_Time_Emotion_Recognition_from_Facial_Expressions_Using_CNN_Architecture
https://tez.yok.gov.tr/UlusalTezMerkezi/tezDetay.jsp?id=2bQ8F7EJQFFi10i_DbMMkQ&no=poooj2n8rQ268jwtzPwoqw
https://tez.yok.gov.tr/UlusalTezMerkezi/tezDetay.jsp?id=2bQ8F7EJQFFi10i_DbMMkQ&no=poooj2n8rQ268jwtzPwoqw
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the model using the FER2013 dataset and the ResNet. With CNN architectures, much more successful 

results have been obtained in this application compared to traditional methods. It was observed that the 

accuracy rate increased as the amount of data in the data set increased. When the feature is extracted 

with HOG and then classified with ResNet, good results have been obtained with this proposed method. 

The highest accuracy rate was obtained as 95,1% with the proposed method in real time application.  

By using this application on different datasets, using with different classifiers during training, and 

increasing the training data, the system can be improved for the future studies. The results of the 

performance analysis carried out within the scope of this study can be improved by testing more 

classification methods on different data sets. 
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