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Abstract
Aim: The first imaging method to play an vital role in the diagnosis of COVID-19 illness is the chest X-ray. Because of the abundance 
of large-scale annotated picture datasets, convolutional neural networks (CNNs) have shown considerable performance in image 
recognition/classification. The current study aims to construct a successful deep learning model that can distinguish COVID-19 from 
healthy controls using chest X-ray images.
Material and Methods: The dataset in the study consists of subjects with 912 negative and 912 positive PCR results. A prediction 
model was built using VGG-16 with transfer learning for classifying COVID-19 chest X-ray images. The data set was split at random 
into 80% training and 20% testing groups.
Results: The accuracy, F1 score, sensitivity, specificity, positive and negative values from the model that can successfully distinguish 
COVID-19 from healthy controls are 97.3%, 97.3%, 97.8%, 96.7%, 96.7%, and 97.8% regarding the testing dataset, respectively.
Conclusion: The suggested technique might greatly improve on current radiology-based methodologies and serve as a beneficial tool 
for clinicians/radiologists in diagnosing and following up on COVID-19 patients.
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INTRODUCTION
The new Coronavirus pneumonia, which arose in Wuhan, 
China, in December 2019 and was subsequently called 
COVID-19, is extremely infectious and pathogenically 
distinct from SARS-CoV, avian flu, influenza, MERS-CoV 
and other widespread respiratory viruses (1,2). Later, 
within a few months, this illness spread quickly from one 
nation to another, and COVID-19 has been notified a global 
pandemic by the World Health Organization (WHO) (3,4). 
With the outbreak of COVID-19, many undesirable situations 
such as economic crisis, loss of life, etc., have emerged. 
Furthermore, no clinically licensed antiviral medication or 
vaccination for COVID-19 has been established (5).

COVID-19 clinical symptoms include muscular soreness, 
shortness of breath, fever, cough, sore throat, headache, 
lethargy, and others. If a person with similar symptoms is 
encountered, it is tested with real-time reverse transcriptase-
polymerase chain reaction (RT-PCR), which is employed to 
determine viral nucleic acids and is considered the gold 
test to diagnose such viruses (6). However, this procedure 
often takes many hours, if not days, to diagnose the illness. 
In addition, the sample must be tested more than once at 
regular intervals for the results to be reliable. So in the case 
of a severe infection, this process can be harmful. Chest 
X-rays may thus be a less expensive, quicker, and more 
validated to routine COVID-19 testing (7-9). On the other 
hand, early diagnosis of COVID-19 is required to limit the 
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spread of the disease and hinder transmission by isolating 
infected individuals and tracking and quarantining close 
contacts. In addition, accurate monitoring of the course 
of infection in infected patients is an essential element in 
managing the disease. Thus, chest X-ray medical imaging 
plays a vital role in confirming a positive diagnosis for 
COVID-19 pneumonia and monitoring the course of the 
disease (10,11).

With the rapidly developing computer technology, image 
processing technology is commonly utilized in the field 
of medicine to support medical diagnoses. Artificial 
intelligence (AI) is a subfield of computer science that can 
evaluate huge amounts of medical/clinical data. Thanks 
to its ability to identify meaningful associations from a 
dataset, AI can be used to predict diagnosis, treatment, 
and outcome in many clinical scenarios (7,12-14). Deep 
learning (DL) networks are mathematically built networks 
that are taught to categorize illnesses into one of many 
subgroups using particular inputs. Rapid DL models must 
be trained and evaluated in the present COVID-19 epidemic 
to give quick support and reliable findings. So far, the RT-
PCR test’s inadequacy, high cost, and delay to get findings 
have been major constraints. Deep learning combined with 
chest X-ray pictures may assist address such issues and 
overcome the shortcomings of RT-PCR (15,16).

The current study aims to create a successful DL model 
that can distinguish COVID-19 from healthy controls 
using chest X-ray images. Thanks to the created model, 
clinicians and radiologists can use it as an auxiliary tool 
in diagnosing and following COVID-19 infection to screen 
patients in emergency medical support services.

MATERIAL AND METHOD
Data collection and features

The current study employed an open-source dataset 
containing augmented X-ray images for COVID-19 (https://
data.mendeley.com/datasets/2fxz4px6d8). The relevant 
dataset contains 1824 X-ray scan images, of which 912 
are COVID-19 positive and 912 COVID-19 negative patients 
based on the RT-PCR test results. Figure 1 presents the 
sample X-ray images of COVID-19 negative and positive 
individuals in the relevant data set (17).

Figure 1. a) COVID-19 Negative X-ray image, b) COVID-19 Positive X-ray 
image

Convolutional Neural Networks (CNNs)

CNNs have gained popularity in machine learning in 
recent years because to their great predictive capacity in 
classification tasks requiring extremely high dimensional 
data and hundreds of distinct classes. CNN is a simple 
expansion of the multilayer perceptron (MLP) (18). The 
interest in CNN started with the AlexNet (Krizhevsky et al. 
2012) deep learning architecture winning the 2012 ILSVRC 
ImageNet Large-scale image recognition competition 
held in 2012. CNN recognizes significant traits without 
human intervention and is computationally efficient. It 
has three fundamental layers: the convolution layer, the 
subsampling layer, and the fully linked layer. Depending 
on the implementation, the convolution and subsampling 
layers are iterated and eventually linked to the fully 
related layer. Utulizing a collection of filter masks, the 
convolution layer transmits 2D convolution on the pictures 
in the relevant dataset. All negative values are converted 
to zero via a non-linear function known as the linear unit 
(ReLU). The downsampling layer conducts curved image 
downsampling, lowering spatial resolution. Maximum 
pooling is the most often utilized subsampling method. 
Subsampling’s purpose is to make the network more 
resilient and immutable. With ReLU and downsampling, 
many convolution rounds are performed. Flattening and 
connecting the last convolutional layer to the fully related 
layer. This information is subsequently passed on to the 
categorization layer (7,19).

Transfer Learning and VGG-16

CNNs are recognized to provide excellent results when 
given a big amount of data with thousands of examples. 
Because this is not realistic in most circumstances, transfer 
learning is utilized, in which a previously trained network 
is taught employing data from the novel dataset. Transfer 
learning has the significant advantage of reducing the time 
required to construct and train an algorithm by reusing the 
weights of previously generated model(s) (20). 

VGG-16 is one of the deep CNN networks that aired in 
2015 (21). VGG stands for “Visual Geometry Group” in 
VGG-16. The University of Oxford’s Visual Geometry Group 
came up with the concept for the bespoke 16-layer mesh 
and trained it using the ImageNet dataset. A conventional 
VGG-16 model is made up of numerous 33 core size filters 
that improve the depth of the mesh and assist the model 
in learning more complicated characteristics. Three fully 
linked layers follow the convolutional layers in VGG (22).

Modeling and performance assessment

All coding was performed on Intel (R) Xeon (R) Gold 5122 
server with 1.5 TB RAM, 16 core @ 3.60 GHz CPU, and Tesla 
P40 24GB GPU on a virtual server with Python software. 
Keras and Tensorflow 2.0 libraries in Python  programming 
language were used for program coding. The input size 
of X-ray images was initially resized to 224x224 pixels for 
compatibility with deep learning models. 80% of the image 
dataset, the training set, and 20% of the image dataset 
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were randomly split as the testing set to validate the deep 
learning model. Transfer learning was performed by a pre-
trained VGG-16 model in the study. Softmax was used as 
the activation function. In the model, the lot size was set 
to 16, the learning rate to 0.0001, and the period value to 
20. Accuracy, F1 score, sensitivity, specificity, positive and 
negative predictive values (PPV and NPV) were estimated 
to evaluate performance of the  algorithm(s) (23).

RESULTS

The dataset in the study consists of the subjects with 912 
negative and 912 positive PCR results. The relevant dataset 
includes 1824 X-ray scan pictures, 912 of which are from 
patients with COVID-19, and 912 of which are from patients 
without COVID-19. Table 1 presents the confusion matrix in 
the testing dataset for the VGG-16 model.

Table 1. Performance measures obtained in the testing dataset
                       True

Test True Positive True Negative Total

Test Positive 178 6 184

Test Negative 4 177 181

Total 182 183 365

Table 2 presents the accuracy, F1 score, sensitivity, 
specificity, NPV and PPV obtained from the VGG-16 model 
and their confidence intervals regarding the testing dataset.

The accuracy, F1 score, sensitivity, specificity, PPV and 
NPV from the model that can successfully distinguish 
COVID-19 from healthy controls are 97.3%, 97.3%, 97.8%, 
96.7%, 96.7%, and 97.8% regarding the testing dataset, 
respectively.

Table 2. Performance metrics obtained in the testing dataset

Metric Value 95% Confidence 
Interval Lower Limit

95% Confidence Interval 
Upper Limit

Accuracy 0.973 0.956 0.989

F1 Score 0.973 0.956 0.989

Sensitivity 0.978 0.945 0.994

Specificity 0.967 0.93 0.988

PPV 0.967 0.93 0.988

NPV 0.978 0.944 0.994

DISCUSSION

Medical imaging methods such as computed tomography 
(CT) and X-rays are critical in the worldwide battle against 
COVID-19, while artificial intelligence technologies enhance 
the power of imaging instruments and aid specialized 
clinicians. By accurately identifying infections on X-ray 
and CT images, work efficiency can be increased and 
subsequent evaluations facilitated. Artificial intelligence is 
a system that is quickly being utilized in various sectors to 
increase performance, accuracy, time efficiency, and cost 

efficiency all at the same time. In medicine, this technology 
is used for better patient care through early diagnosis and 
treatment, improved workflow, reduced medical errors, 
reduced medical costs, and reduced morbidity and mortality 
(24,25). It is widely recognized that AI technologies can 
potentially play a vital role in facilitating and expediting the 
classification of COVID-19 patients.

COVID-19 infects millions of people all over the world 
and still causes the death of hundreds of thousands of 
individuals. A major problem in controlling the spread 
of this disease is the inefficiency and lack of medical 
testing and other diagnostic methods. Recently, there has 
been a substantial surge in attempts to build AI and DL-
based systems to diagnose COVID-19 based on several 
medical imaging (X-ray, CT, MR, and so on). A machine 
learning-based medical assistance platform may help 
radiation physicians make clinical choices as well as 
screen, diagnose, and treat patients. In a study, Xception 
and Xception + SVM models were used on 1102 chest 
X-ray images, and the diagnostic accuracy values were 
96.75% and 99.33%, respectively (26). Another research 
contrasted deep learning-based feature extraction, which is 
often used to construct an automated model of COVID-19 
categorization. MobileNet, DenseNet, Xception, ResNet, 
InceptionV3, InceptionResNetV2, VGGNet, and NASNet 
were opted from a pool of deep CNNs to achieve the most 
accurate feature. The models’ performance was verified 
using a publicly accessible COVID-19 data of chest X-ray and 
CT images. While the deep learning model created with the 
bagging tree classifier DenseNet121 feature extractor has 
the highest accuracy with 99.0% classification accuracy, 
the deep learning model created with the ResNet50 feature 
extractor with LightGBM classifier has the second-highest 
accuracy with 98.0% classification accuracy (5). Finally, 
in a study by Rasheed et al., the developed models that 
automatically diagnose COVID-19 infection with high 
oerformance metrics from X-ray images with Logistic 
Regression (LR) and CNNs, which are frequently utulized 
ML methods. The models were developed using 500 X-ray 
images, and a dimensionality reduction method based 
on principal component analysis (PCA) was also used 
to accelerate the learning process and boost prediction 
accuracy by selecting highly differentiating properties. 
According to the experimental data, the LR and CNN 
models for positive case identification had an overall 
accuracy of 95.2 percent to 97.6 percent without PCA and 
97.6% to 100% with PCA, respectively (27). The present 
study intends to assess the prediction performance and 
classification of COVID-19 disease using transfer learning 
and VGG-16 with X-ray images. The model predicted 
COVID-19 infection with 97.3% accuracy. In addition, in the 
model test set, F1-score, sensitivity, specificity, PPV and 
NPV were obtained as 97.3%, 97.8%, 96.7%, 96.7%, and 
97.8%, respectively.

CONCLUSION
Given the high classification rate achieved for the diagnosis 
of COVID-19, the resulting model could be advantageous in 
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assisting in the screening of patients in emergency medical 
support services and assisting clinicians for emergencies. 
Overall, It is concluded that the suggested technique 
may greatly enhance the current radiology- established 
methodology and may be a useful tool for medical 
practitioners/radiologists to assist them in diagnosing and 
following up on COVID-19 patients.
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