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Abstract: The image obtained from the cameras is 2D, so we cannot know how far the object 
is on the image. In order to detect objects only at a certain distance in a camera system, we 
need to convert the 2D image into 3D. Depth estimation is used to estimate distances to objects. 
It is the perception of the 2D image as 3D. Although different methods are used to implement 
this, the method to be applied in this experiment is to detect depth perception with a single 
camera. After obtaining the depth map, the obtained image will be filtered by objects in the 
near distance, the distant image will be closed, a new image will be run with the object 
detection model and object detection will be performed. The desired result in this experiment 
is, for projects with a low budget, instead of using dual camera or LIDAR methods, it is to ensure 
that a robot can detect obstacles that will come in front of it with only one camera. As a result, 
8 FPS was obtained by running two models on the embedded device, and the loss value was 
obtained as 0.342 in the inference test performed on the new image, where only close objects 
were taken after the depth estimation. 
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Öz: Kameralardan elde edilen görüntü 2 boyutlu olduğu için cismin görüntü üzerinde ne kadar 
uzakta olduğunu bilemeyiz. Bir kamera sisteminde sadece belirli bir mesafedeki nesneleri 
algılamak için 2 boyutlu görüntüyü 3 boyutluya dönüştürmemiz gerekir. Derinlik tahmini, 
nesnelere olan mesafeleri tahmin etmek için kullanılır. 2 boyutlu görüntünün 3 boyutlu olarak 
algılanmasıdır. Bunu uygulamak için farklı yöntemler kullanılsa da, bu deneyde uygulanacak 
yöntem, tek bir kamera ile derinlik algısını tespit etmektir. Derinlik haritası elde edildikten 
sonra elde edilen görüntü yakın mesafedeki nesneler tarafından filtrelenecek, uzaktaki 
görüntü kapatılacak, nesne algılama modeli ile yeni bir görüntü çalıştırılacak ve nesne algılama 
gerçekleştirilecektir. Bu deneyde istenilen sonuç, düşük bütçeli projeler için çift kamera veya 
LIDAR yöntemlerini kullanmak yerine, bir robotun önüne gelecek engelleri tek kamera ile 
tespit edilmesini sağlamaktır. Sonuç olarak, gömülü cihaz üzerinde iki model çalıştırılarak 8 
FPS elde edilmiş ve derinlik tahmini sonrası sadece yakın nesnelerin alındığı yeni görüntü 
üzerinde yapılan çıkarım testinde kayıp değeri 0.342 olarak elde edilmiştir. 

  

1. Introduction 
 
Depth perception is a big problem for most technologies 
in the world. Depth perception is used from robotic 
applications to mobile devices, generally two cameras 
that can measure depth by combining the images taken 
from the right and left camera are used for depth 
detection [1]. Depth estimation, for example, in smart 

cleaning robots produced in the robotic field, is 
programmed to determine where the robot is and 
where the robot cannot enter, and to decide where the 
robot should clean according to the distance of the 
objects [2]. In mobile devices, depth perception is used 
to detect the close object and add a blur effect on other 
objects so that the Bokeh Effect, called portrait mode, 
can be applied on the image [3, 4, 5]. In this section, 
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depth perception, various usage methods and the 
developed application will be discussed. 
 
Dual cameras are a problem in terms of portability in 
mobile devices and cost and size in robotic applications. 
In SLAM applications where a single camera is used, 
cameras that can detect infrared rays and measure 
distances according to the return time of the rays are 
also used [6, 7], but this method is also very costly and 
looks bad in terms of aesthetics. The LIDAR method can 
instantly obtain the distances of the surrounding 
objects. 360 degree rotating LIDAR technology is able to 
obtain depth values of the entire environment [8]. 
LIDAR, which is generally used in robots, can calculate 
the depth of surfaces that are equivalent to their height. 
The linear SLAM used in mobile phones calculates the 
depth in the direction of the camera [9]. Since LIDAR 
technology is high in terms of cost, it cannot be used in 
works that are planned to be low-cost. 
 
A system that can perform monocular depth estimation 
is recommended so that depth perception can be used 
in projects with low cost or designed to have a single 
camera in the design, where only one camera is needed. 
In the proposed system, depth perception will be 
realized with a single camera and it will be fast in terms 
of speed performance. In the robotic application 
developed to test the system, the robot will stop when 
it sees a living object in front of it, and give a warning 

when it sees a non-living object. The reason for the 
development of this application is that in the feed 
pushing robot used in animal husbandry, a camera is 
placed on the robot in order to stop or pass by an object 
in case of forward movement, but since the camera is 
kept facing the opposite direction, it will detect objects 
at a distance, so it will only detect the most distant 
objects with depth estimation. Detection of nearby 
objects is desired. In the robotic application developed 
using depth perception, the depth will be estimated 
using the monocular depth estimation model, and after 
a certain depth on the image, it will be removed from 
the image. 
 
1.1. Stereo Depth Estimation 
 
With the dual camera, depth perception is applied 
based on the optimal fit pixels of the epipolar lines in 
the right and left images [10]. Depth estimation is 
performed by comparing the common pixels of the right 
camera and the left camera [11]. For point matching, 
features are extracted on the image and a feature map 
of their behavior at different inequality levels is drawn. 
Using the inequality calculation formula, the volume is 
calculated from the feature map, and if the performance 
is unsatisfactory, the inequality is refined [12, 13]. 
Figure 1 shows the basic logic of stereo depth 
estimation. 

 
Fig. 1. Logic of stereo depth estimation, depth perception is made by calculating the intersection of the image plane 

of the two cameras. [14] 
 
 
 

 
 
 



Ali Tezcan SARIZEYBEK, Ali Hakan IŞIK, Monocular depth estimation and detection of near objects 

126 
International Journal of Technological Sciences                                                                                                                                                                e-ISSN 1309-1220 

1.2. Monocular Depth Estimation 
 
Monocular depth estimation is a single-shot depth 
estimation method [15]. After the model is trained with 
a data set prepared on various images, depth map of 
images and masking data, the depth estimation model 
is obtained. KITTI and NYUV2 datasets are the most 
used depth estimation datasets [16]. It is used for 
autonomous driving [17], 3D modeling [18] and 
augmented reality [19]. In depth estimation models, 
performance comparison is measured by loss values 
[20]. Loss values are calculated on different data sets 
and models are compared accordingly. Usually, loss 
values are calculated by combining two data sets [21]. 
Depth estimation can be used to measure the surface of 
an object, calculate the distance between two objects, 
and map the desired location. MiDas, Binsformer, 
GCNDepth, LeReS, RPSF, DepthFormer monocular 
depth estimation methods are used for depth sensing. 
 
2.  Related Works  
 
Miangoleh et al. (2021), it was aimed to eliminate the 
inadequacy of the monocular depth estimation model in 
the proposed method. The shortcomings of the model 
are depth maps at sub megapixel resolution, and lack of 
fine detail in inferences. In the proposed method, the 
binary estimation method is presented, and as a result, 
a method that can obtain high quality depth maps has 
been developed. [22] 
 
Li et al. (2021), a new metric was proposed for 
monocular depth estimation. As a result of the tests 
conducted with the NYU Depth v2 data set, it was 
determined that the depth estimation process over 
video, together with the suggested metrics, was more 
performant in terms of intensity. [23] 
 
Jung et al. (2021), it was aimed to make depth 
estimation easier on images with moving objects. A 
learning based method called DnD has been developed 
to estimate density depth maps, and monocular depth 
estimation is performed after the image is processed 
with depth, RGB encoder and decoder by combining 
SfM and MVS algorithms. [24] 
 
Kopf et al. (2021), aims to obtain consistent density 
depth maps over images. An optimization algorithm has 
been proposed for this purpose, the DeepV2D method 
has been compared by using methods such as depth 
filter, flexible pose and depth fine tuning, and it has 
been concluded that it is more efficient in terms of 
performance. [25] 
 
In the study by Chang and Werzstein (2019), a deep 
optics paradigm was proposed for 3D object detection 

and depth estimation. Optimization schemes and 
coding strategies were created using NYUv2, KITTI and 
Rectangles datasets. As a result, it was stated that 
chromatic aberrations affect the depth estimation 
results well. Object detection model is trained in KITTI 
dataset, improved 3D object detection is provided for 
depth estimation. [26] 
 
As understood from the literature summary, new 
monocular depth estimation models were created by 
combining Monocular Depth Estimation and monocular 
depth estimation data sets and adding various filters on 
the image data, or performance tests of the models 
created by adding new performance metrics were 
performed and comparisons were made between the 
methods. In the study, the performance of running the 
MiDaS monocular depth estimation model 
simultaneously with the object detection model in an 
embedded system was measured. 
 
3. Method and Material 
 
3.1. MiDaS Monocular Depth Estimation 
 
MiDaS, one of the monocular depth estimation models 
was used in the study. Monocular depth estimation is 
used to make depth estimation with a single camera. 
MiDaS datasets contain original image, depth values 
and masked images [27]. The architecture of the MiDaS 
model is based on the ResNet architecture. For model 
training, 10 data sets, including HRWSI, TartanAir, IRS, 
ReDWeb, DIML, Movies, MegaDepth, WSVD, 
ApolloScape and BlendedMVS, were used. For higher 
performance values, images of 23 3D movies are 
included in the dataset. The model trained on datasets 
was developed with multi-objective optimization. 
MiDaS v2.1 Small model, which has the highest 
performance among small MiDaS models, was used. 
[28] 
 
The performance values of the models are given in 
Table 1. 
 
As seen in the table, the best model in terms of 
performance with the lower the better approach is the 
MiDaS v2 small model. Although the performance is 
higher in v2, v2.1 is much better in terms of FPS. 
Therefore, MiDaS v2.1 small model was preferred as the 
model. 
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Table 1. Performances of MiDaS models (The lower is better) [28] 

Model DIW,WHDR 
Eth3d, 
AbsRel 

Sintel, 
AbsRel 

TUM Kitti NyuDepth FPS 

MiDaS v2 Small 0.1248 0.1550 0.33 17 21.81 15.73 0.6 

MiDaS v2.1 Small 0.1344 0.1344 0.337 14.53 29.27 13.43 30 

3.2. Object Detection 
 
Object detection is an image processing technology 
based on Convolutional neural networks [29]. Labeling 
the images and then training the features for that class 
within the tags in the image is essential for model 
training. For example, there are studies such as 
following the ball or players in sports competitions [30] 
and lane tracking in unmanned vehicles [31]. In this 
study, SSD ResNet50 model, which is one of the mobile 
object detection models, was used. The COCO mAP 
value of the model was 35 and the speed was 76ms, so 
it was used. TFLite which can easily work on mobile and 
embedded devices was used as a toolkit [32]. 
 
3.3. Feed Pushing Robot 
 
The feed pushing robot is produced to push the feed 
towards the cows at the desired time and route. In the 
project, there is a camera on the feed pushing robot. The 
reason for the existence of this camera is the safety 
precautions that must be taken in case of living or 
inanimate objects in the direction of the robot while 
pushing the feeds with the helix. 
 
3.4. Nvidia Jetson Nano 
 
Nvidia Jetson Nano has been added to the robot for the 
image processing stages, and the image processing 
steps are completely handled by Jetson Nano. Although 
it is difficult for two models to run, performance around 

8 FPS is achieved. This is a sufficient value for safety 
controls according to the slow speed of the robot. 
 
4. Discussion and Results 
 
In this study, The application aims at object detection 
with monocular depth estimation. The camera on the 
robot is looking in the direction the robot will go, so 
since the camera can detect the object even 50 meters 
away, it is aimed to detect only objects at a certain 
distance with the depth estimation and the robot to 
stand accordingly. In this way, if an object comes across 
while moving, the robot will be able to stop 
automatically. In Table 2, the frame per-second values 
obtained as a result of the tests performed on Nvidia 
Jetson Nano, as a result of running the Object Detection 
and Depth Estimation models separately and together 
are given. 
 

Table 2. FPS results of two models,  

Model FPS 

Object Detection 25 
Depth Estimation 28 

Object Detection + Depth Estimation 8 
 
After the depth estimation and object detection models 

were combined, they were tested on the validation data 

set in the object detection model, and 0.342 loss was 

obtained in the categorical cross entropy function.
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Figure 2. Explaining the logic of the application as a diagram 
 

As seen in the diagram, an instant image is taken from 
the camera, the RGB image is converted to BGR because 
the depth estimation model requests a BGR image. After 
the depth mapping, the area corresponding to 
approximately 2 meters on the image is subtracted 
from the image. The resulting new image is then 

converted back from BGR to RGB and given to the object 
detection model. If an object is recognized as output, it 
is checked whether the object is alive. If the object is not 
detected or the processes are finished, it returns to the 
image acquisition process from the camera. 
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Figure 3. Images with depth estimation, in which only close objects are obtained, with object detection on it. On the 
left are the original images, on the right are the images with depth perception and object detection applied in the 

application.
 
As can be seen in Figure 3, there are original versions of 
the images on the left. After the image is given to the 
depth perception model, only the image obtained after 
the acquisition of close objects is given to the object 
detection model. The Object detection model also 
detects objects on the new image. 

 
5. Conclusion and Future Work 
 
The aim of this study is to detect nearby objects and to 
use this study in the feed pushing robot used in the 
robotic field. After the depth detection is done, after 
deleting the image after a certain interval on the image, 
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the image is given as input to the object detection 
model, and the objects recognized on the image and 
their coordinates as pixels are obtained as output. 
Although the subject of using two different models has 
been mentioned a lot in the literature, this subject has 
not been mentioned in the field of animal husbandry 
robotics. Although the use of this work in the feed 
pushing robot is very important for safety, operations 
such as lane tracking, cow detection and adjusting the 
feed pushing according to the position of the cow can be 
performed in future studies.   
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