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Abstract

Ranked set sampling is a sampling technique that uses ranking information when measuring units is difficult or
expensive. In this study, ratio estimation of the population mean is considered in the case of units ranking by both
auxiliary variable and the variable of interest in ranked set sampling under bivariate normal distribution. We
obtained some theoretical inferences about the mean square error of the ratio estimation in this situation in a simple
form depending on coefficient of variation. Besides, we made a theoretical comparison of mean square errors by
ranking based on auxiliary variable and interested variable. Using this comparison, one can choose which ranking
strategy should be utilized by using correlation coefficient and coefficients of variation of interested variable and
auxiliary variable in a problem easily. When the coefficients of variation are close to each other and the correlation
coefficient is close to one, ranking can be conducted according to any variable. However, when the coefficient of
variation of the interested variable is greater than the coefficient of variation of the auxiliary variable and the
correlation coefficient between them is small, ranking should be preferred by using the interested variable. The
performance of the ratio estimators was compared by a simulation study. The simulation results indicated that the
ranked set sampling estimators were more efficient than the simple random sampling estimators for the same
sample size and correlation coefficient. A real data example was also given to demonstrate for calculating relative
efficiencies.
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Iki Degiskenli Normal Dagihm Altinda Sirali Kiime Orneklemesi Kullanilarak
Yigin Ortalamasinin Oran Tahmini icin Teorik Bir Cikarsama

Oz

Sirali kiime 6rneklemesi, birimleri 6lgmenin zor veya pahali oldugu durumlarda siralama bilgisini kullanan bir
ornekleme teknigidir. Bu calismada, iki degiskenli normal dagilim altinda sirali kiime 6rneklemesinde hem
yardimel degisken hem de ilgilenilen degiskene gore birimlerin siralamasi s6z konusu oldugunda yigin
ortalamasinin oran tahmini dikkate almmustir. Bu durumda oran tahmininin hata kare ortalamasina iliskin degisim
katsayisina bagli bazi teorik ¢ikarimlar elde edilmistir. Ayrica, yardimci degisken ve ilgilenilen degiskene gore
siralama yapilarak elde edilen ortalama hata karelerin teorik bir karsilagtirmasi yapilmustir. Bu karsilagtirma
kullanilarak, ele alinan problemde hangi siralama stratejisinin kullanilmasi gerektigi korelasyon katsayisina ve
ilgilenilen degisken ile yardimci degiskenin degisim katsayilarma bakilarak kolayca segilebilir. Degisim
katsayilar1 birbirine yakin ve korelasyon katsayisi bire yakin iken herhangi bir degiskene gore siralama yapilabilir.
Ancak ilgilenilen degiskene iliskin degisim katsayisi yardimci degiskene iliskin degisim katsayisindan biiyiik ve
aralarindaki korelasyon katsayisi diisiik iken ilgilenilen degiskene gore siralama yapilmasi tercih edilmelidir. Oran
tahmin edicilerinin performanslar1 simiilasyon ¢alismasi ile karsilagtirilmistir. Simiilasyon sonuglari, ayni 6rnek
biiyiikliigii ve korelasyon katsayist i¢in sirali kiime orneklemesi tahmin edicilerinin, basit rastgele drnekleme
tahmin edicilerinden daha etkin oldugunu gostermistir. Goreli etkinliklerin hesaplanmasini géstermek igin gergek
veri érnegi de sunulmustur.

Anahtar kelimeler: Sirali kiime 6rneklemesi, Yardimer degisken, Degisim katsayisi, Goreli etkinlik.
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1. Introduction

Ranked Set Sampling (RSS) is a technique that is need of in many fields, especially agriculture and
environment and widely used in recent years. It can sometimes be quite difficult to the measurement of
units in terms of variables of interest. There may not always be enough cost and time for the
measurement process. In these cases, using RSS when selecting sample is more benefit than the Simple
Random Sampling (SRS) technique in terms of both cost and time.

In RSS, sample is selected at two stages. At the first stage of the sample selection, m random
sets of size m are selected from the infinite population and each sample is called as set. Then, the units
within each set are ranked with respect to the variable of interest. This ranking is based on such a low
level measurement which is inexpensive and can be implemented using prior information, a visual
ranking or an auxiliary variable. After then, the smallest unit in the first ordered set and the second
smallest unit in the second ordered set is selected respectively. Continuing in this way, till the unit with
the largest rank in the m™ ordered set is chosen and all selected units measured in accordance with the
interested variable with a high level of measurement convincing the desired sensibility, selecting
procedure is continued. The whole process can be repeated r times to supply necessary measurements
for inference, in this way, producing n = mr measured units out of mr selected units. Assuming there
is no ranking error, mr measured units are the ranked set sample and this sample is denoted by

iYI(Ii)j;i =1,2,..,m, j =1,2,..,r}. In this way, the unbiased estimator of the population mean is as
ollow;

1
mr Z:L Z§=1 Y(i)j- (1)

171255 ~m
Dell and Clutter demonstrated that, even if there are ranking errors, Yxss is an unbiased estimator
of the population mean and furthermore,

Var(Y.
a’"(_SRs) >1,
Var(Ygss)

where Ysg, is the sample mean for SRS with size n. If the ranking is not effective, it seems like a random
sample and the variance of the methods will be equal [1].

RSS was firstly submitted by Mclntyre [2]. He proposed a new estimator to estimate the
population mean of pasture and forage yields using RSS. He also demonstrated that an unbiased
estimator of the population mean was obtained using RSS with variance less than the one obtained using
SRS with equal sample size. Then, the necessary mathematical inferences were obtained by Takahasi
and Wakimoto [3]. RSS is also used for obtaining the efficient parameter estimations for different
distributions. Some of these studies were performed by Lam et. Al., Sinha et al., Bhoj and Ahsanullah,
Ozturk, Tahmasebi and Jafari, Dey et. al., Ozturk and Demirel [4-10]. Besides, statistical inferences in
finite population setting using ranked set samples were developed by Ozturk and Kavlak [11].

If there is an auxiliary variable positively related with the variable of interest, the ratio estimator
of the population mean can be preferred instead of the general estimator of the population mean given
in Eq. (1). In the literature, different ratio estimators were proposed for the population mean under RSS.
Samawi and Muttlak studied the used of RSS to estimate the population ratio [12]. Ganeslingam and
Ganesh compared RSS versus SRS in the estimation of the population mean and the ratio [13]. Al-Omari
et. al. proposed a modified ratio-type estimators of the population mean using extreme RSS [14]. Al-
Omari et. al. proposed new ratio estimators of the population mean using SRS and RSS methods [15].
Kadilar et. al. proposed a new ratio estimator using RSS [16]. Al-Omari suggested the modified ratio
estimators of the population mean and investigated the performance of these estimators according to
SRS and median ranked set sampling (MRSS) [17]. Singh et. al. suggested a class of estimators to
estimate the population mean using auxiliary variable in RSS [18]. Ozturk considered ratio estimators
based on a ranked set sample in a finite population setting, where the sample was constructed either with
or without replacement policies [19]. Saini and Kumar proposed ratio estimator by using quartiles of the
distribution under SRS and RSS [20]. They also showed that the proposed ratio estimator under RSS is
more efficient than SRS by simulation study. Al-Omari and Al-Nasser suggested new estimator for the
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population ratio using a multistage MRSS [21]. They obtained that Multistage MRSS estimators are
more efficient than the estimators based on SRS, RSS, and MRSS.

In this study, we obtained a new formula about the mean square error (MSE) of the ratio
estimator in RSS under normality assumption. In addition to studies in the literature, expected value and
MSE formulas for the ratio estimators were obtained theoretically under bivariate normal distribution.
These formulas were derived separately for both variable of interest and auxiliary variable ranking cases.
Obtained formulas that contain the expected value of order statistics which is obtained from the standard
normal distribution can be easily used in practice. The article was organized as follows: In Section 2,
ratio estimators of the population mean was considered in the case of the units ranking by both auxiliary
variable and variable of interest in RSS. In section 3, a simulation study was conducted. Numerical
example was given in Section 4. Finally, we summarized our results in Section 5.

2. Ratio Estimators of the Population Mean in RSS

Let the auxiliary variable be X and variable of interest be Y. In this case, the ratio estimator in RSS will
be considered in two situations by which the ranking was done according to variable X and the same
according to variable Y.

2.1.Ranking according to auxiliary variable X

Assume that (X, Y) has a bivariate normal distribution with parameters wy , uy , gx , oy and correlation
coefficient p and we can rank on the auxiliary variable X. A real measurement of the smallest element
of X is taken together with the Y variable associated with the smallest X from the first sample. A real
measurement of the second smallest element of X is then taken together with the Y variable associated
with the second smallest X from the second sample. This method is continued until the element is chosen
for the measurement of the largest rank of X together with the Y associated with the largest X from the
m™ sample. The cycle can be repeated r times until n=mr units are measured. In this case, the ranking
based on X will be perfect while the ranking according to Y will be erroneous. Then, (Yj;;, X(;)) is an i
judgement ordering in the i sample for the variable Y and the i order statistic in the i"" sample for

variable X. The ratio estimator of the population ratio R = Z—y using RSS when ranking according to
variable X is defined as

YRrss(x) @)

TrRss(x) = XRS500'

where Yrssxy = %Zﬁl Y1 Yy and Xgssx) = %Z}’;l 2i=1X(»); are the sample means of ranking
variable Y and auxiliary variable X, respectively. The ratio estimator for the population mean is defined
as

= _ _ YRrssx)
YrRSS(X) - rRSS(X) Uy = XRSS(X) HUx» (3)

where p, = E(X).

The expected value of }_’TRSS(X) is defined as

E(YrRSS(X)) = Uy E(rrssx)) = uxE(R(1 + €0)(1 + €)™,

XRrss(x) Yrsso 1

—landey =
Hx Hy

By using the Taylor expansion for the first order approximation, we have

where e; =

E (?rRSS(X)) = u, RE(1 + ey — e; — ege; + e?),
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= 1 R(1 + E(e?) — E(eger)), (4)
where
_ (Xrss(x)— Hx)? 1 1
E(e;?) =E (u—xzx) — Var(Xrss(x)) _u_E (Ua? - ;Z?:l1 Ti(i)):

Hy Hx

E(eoel) _F <<YRSS(X)_ ﬂy) (XRSS(X)_ ﬂx)) = u:ﬂy E ((YRSS(X) — ,uy)()?Rss(X) - Mx)),

__1 1vm
= iy — (Oyx = - 221 Tyx(i))-

The following expected value formula is obtained by using these expressions in their places in
Eq.(4)

_L 2_Ltym 2 y__1 1 _Llym .
E( TRSS(X)) .uxR 1+ (O-x m21=1 Tx(l)) xHy (ny m21=1 Tyx(l)) '

Ux? mr

where 07 = E(X — u,)?, 0xy = E(X — ) (Y — ) is the variance of X and covariance of X and Y
variable respectively. Besides, Ta%(i) =(EXy) — Uy)? and Tyxciy = (EX @) — ) (E(Vip) — 1y)-

The MSE of Y,

rrsscn 1S @lS0 obtain as similar way to obtained expected value as follows

MSE(YTRSS(X))z nu.X'ZE(rRSS(X) - R)Z = #xZRZE((l + eO)(l + el)_l - 1)2
By using the Taylor expansion for the first order approximation, we have
MSE(YTRSS(X))E H.X'ZRZ(E(eOZ) + E(e%) - ZE(eOel))'

where

¥ — ty)? 1 - 1 =
E(ey®) = E (M> = e E(Yrssxy — Hy )’ = anr(YRSS(X))v

.uyz

MSE(Y, )= 2R_2[6_93+ 5 ZP"ny] — 2 R? [E?ilffc(t) _I_E?ilfim _ZE’iilfyxm]
TRSS(X)/ T X M my? pahy Y omir | pe? Hy? weny I

TRiThw | STy 2IPiTyxa
— My [C2+ CZ_ZpC C] mzr[ ;T()_'_ 1Tyl XiZ1 Tyx() (5)

x2 llly2 HxHy ],

where oy = E(Y — py)?, sz% and Cy=:—yare the coefficient of variation of X and Y variables,
X y

respectively and 72, = (E(Yj)) — ty)?.

The MSE of the ratio estimator for the population mean under SRS can be defined as

2
MSE (Yrgp5)= = 2 [c2 + ¢2 -2pC,C) (6)
Thus, the MSE(YrRSS(X)) given in Eg. (5) can be rewritten as follows
- ~ Zl 1 x(l) Zl 1 Yyli] 221 Tyx(i)
MSE (Vo6 0)= MSE (Vo) — [ + uyzy _ u;ﬂyy _ (7)
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Theorem 1: The MSE of the ratio estimator for the population mean 4, in RSS when the ranking
according to auxiliary variable X is defined as follows

u
MSE (Vyqg5) = MSE (Y s) — (Co —pr) y - Xl abm (®)

where a;.,,, is the expected value of i order statistics Z(;) which is obtained from the sample with size
m from the standard normal distribution.

Proof 1: Under the assumption of the linear relationship between X and Y, the conditional mean of Y};
is defined as

a
E(Ya/Xw) =mytp U—Z Xy — ta)-
The mean of Yy;; is obtained as follows [22]
a
E(E(Myg /X)) =EMu) =uy + Pa—i (E(X(iy) — Hx)- 9)

Let Z(; is the i™ order statistic of the sample with size m from the standard normal distribution.
Using the expected value of E( Z(;))

E(X @) —Ux
E(Z) = tum =——g— (10)
Eq. (9) is rewritten as follows
E(E(Mg/Xw)) =EMu) =1y +poy Qi (11)
When Eq. (7) is considered again, the MSE of YTRSS(X) can be found as follows
2 ~ E x(t) l 1ty ZZ;Z Tyx(i)
MSE (Yrpssxy) = MSE (Frgps) = [ y u;u;
= 1

:MSE(YTSRS) - # Z 1(Wx(t) y[i])z' (12)

E(X(i))—Hx L ECm)-my
where W) = —. @ and Wy —

Using Egs. (10) and (11), W, ;) and W, ;; are obtained as follows

_E(rpp- My p oy E(X(i))—Hx Ox

Wy = ™ o A and Wy = L o, Yume
Finally, the following MSE formula given in Theorem 1 is obtained and the proof is completed.
— u 2
MSE (Vrgg50)% MSE (Vi) — (Ce = pCy)? 2 By . (13)

As seen in Eqg. (13), MSE(YrRSS(X)) value varies depending on the exchange C,, , C, and p. As
the difference between C, and pC, increases, MSE Yresson) will be smaller than MSE(Y;..)-
Furthermore, when C,, and C, are the same, as p is close to 1, MSE (Yrpssx)) and MSE (Y, ) values
are close to each other. As long as the right side of the Eq.(13) is positive, the MSE(YrRss(X)) will be
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smaller than the MSE (¥, ). Thus, more effective results than those of SRS will be obtained in case of
ranking according to X.

2.2 Ranking according to variable of interest Y

In real life applications, units are usually ordered using an auxiliary variable. However, in some cases
ordering according to an interested variable can be preferred. Units can be ordered by visual ranking
according to interested variable in some environmental studies. Similar to the ranking by auxiliary
variable, units are visually ranked within each sample with respect to the variable of interest Y. Assume
that there is no visual ranking error. In this case, the ranking according to Y will be perfect while the
ranking based on X will be erroneous. Therefore, (¥;), X[;;) is the i"" order statistic in the i sample for
the variable Y and the i" judgement ordering in the i™ sample for the variable X. The ratio estimator
using RSS when ranking according to variable Y is defined as

Yrssy)

TRSSW) = Xrsse (14)

where Yrssyy = 1 Zl 127-1 Yo and Xpgsy) = : Zl 127=1Xp;); are the sample means of RSS

with errors in ranklng variable X and with perfect ranklng of variable Y, respectively. The ratio estimator
for the population mean p,, is defined by

_ v

YrRSS(Y) = TRSS(Y) Uy = %ﬁi: Uy (15)
The expected value and MSE of YTR ssry are obtained as ranking according to variable of interest.

The expected value of ¥, is defined as

RSS(Y)
E(YTRss(y)) = .ux E(rRSS(Y)) = #XE(R(]‘ + eO)(l + el)_l)a

XRss(v) Yrssery 1

where e; = —land ey =

Hx Uy

By using the Taylor expansion for the first order approximation, we have

E (?rRSS(Y)) = uRE(1+ ey — e; —egey + e?),
= uxR(1 + E(e7) — E(egey)),

where

(X - Mx)z 1 1
E(e?) =E (%) = > Var(Xrssr)) =— _(Uf - —Xit1 Tf[i]);

Hx xZmr

Hy Hx

E(eoel) —F <<YRSS(Y)_ﬂy> (XRSS(Y)_ﬂx)> = uxluy E ((YRSS(Y) - ,uy)()?Rss(y) - ,ux)),

1
Mxﬂy mr

1
=Xt Tyx(i))-

m

(yx_

Thus the expected value is obtained as

1 1 1 1 1
E( rRSS(Y)) = Uy [1 (O-J? - ; :nl )%[l]) o (ny _;Zyil Txy(i))]' (16)

H 2mr Uxlhy m1T
where 771 = (E (X)) — #x)® and Ty i) = (E (X)) — 1) (E(Y) — Hy).
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The MSE of Y,

rrssqry 19 @ls0 obtain as similar way to obtained expected value as follows

MSE(?TRss(Y))z .usz(TRSS(Y) - R)Z = MXZRZE((l + eO)(l + el)_l - 1)2
By using the Taylor expansion for the first order approximation, we have

MSE (Yrqs54))= 1 *R?(E (€0%) + E(ef) — 2E (eger)),

RSS(Y)

where

¥ - uy)? 1 = 1 -
E(ey®) =E (%) = e E(Yrsscry — Uy )? = Evar(YRss(Y))-

By using these definitions, the MSE is given as

MSE(Y )= 1 2 B | of 0—32/ — _Zpaxay] _, 2R [erg1f92:[i] + 2:1@11'32/(0 _ 2151 Ty (i) ]
TRSSQTTEE mr L oyt ity Y omrr[oue? Hy? Hxlty
= #—yz[CZ + C2 — 2pC,C ] — ”LZ Eﬂlr’zf[i] R0 _ 2372 Ty (i)
mr 2 g Y m2r [ ty? Hxly ,
= MSE(Y, w? B | D Tw 25 Ty 17
= ( TsRS) T m2r L2 + y? — ity , ( )

where 75,y = (E(Yp)) — #y)? @nd 7oy i) = (E(X[y) — i) (EYVp) — iy)-

Theorem 2: Let Y has a normal distribution with the population mean £, and population variance o).

The MSE of the ratio estimator for the population mean x, in RSS when the ranking according to
interest variable Y is defined as follows

pa— — IA 2
MSE (Yrps5y)) = MSE (Yr ) — (pCx = C)? 2 Sl iy (18)
E(Y(3)—Hy
ot

where a;.,, = E(Z(;)) =

The proof and comments of Theorem 2 are similar to Theorem 1.

Using the MSEs given in Theorem 1 and 2, the difference between MSE(YrRSS(X)) and
MSE(?rRSS(Y)) is obtained as follows
MSE (Yrgss) = MSE (Vrs)) = [ (0Cx = €))% = (G = )] 5= E i afm
w2
=[(CZ =€) (0* = D] By afn. (19)

As seen in Eq. (19), C,, C and p values should be examined to determine which variable to
employ for ranking. When C7 and C7 are close to each other or p is close to 1, there is a small difference
between ranking based on auxiliary and interested variables. When C; > C and p value is small, the
ranking according to Y can be preferred. Besides, when CZ > CZ and p value is small, the ranking
according to X can be preferred.
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3. Simulation Study

In this section, Monte Carlo simulation study was performed to support the theoretical results given in
Section 2. In the simulation study, data were obtained from the bivariate normal distribution for the
interest variable Y with the auxiliary variable X. The parameters of this bivariate normal distribution
were determined to provide the coefficient of variations €,,=0.005 ( u, = 200,05 = 1), €,=0.1 (p,, =
10,0, = 1) and C,=C,=0.05 ( px = py = 20,0, = 05, = 1). Thus, C,=C, and C, < C, cases were
examined. In the case of C, > C,, (C, = 0.1, €,,=0.005), since the classical sample mean statistics is more
efficient than the ratio estimator for the population mean in SRS [23, 24], this situation was not included
in the simulation study.

Set size and cycle size are takenas m=3, 4, 5, 6, 9, 10, r = 1 and correlation coefficient is taken
as p = 0.50, 0.60, 0.70, 0.80, 0.90, 0.99. Using these generated data, ratio estimators were obtained
according to SRS and RSS designs. The simulation study was repeated 500000 times. The simulation is
carried out using Matlab2007b software.

In order to compare the performance of the ratio estimators, proportional bias (PB) and relative
efficiency (RE) values were calculated by obtaining the expected and MSE values of these estimators.
PB values for SRS and RSS ranking by X and Y are calculated as follows respectively,

E(37T5Rs)_ Hy

PB(srs) = T ' (20)
y
E(yTRSS(X))_ Hy
PBmssoy == — (21)
y
E(yTRSS(Y) )_ Hy
PBarssory == —— (22)
y

RE values for ranking according to auxiliary and interested variables can be defined as follows:

_ MSE(Frgpo) _ MSEGrgps)
RE (sps,rss()) = —MSE(?TRSS(X)) + RE (sgsrss(r)) = MSE (Vrpscip)

(23)

The results were given in Tables 1 and 2.
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Table 1. RE(sgs rss(x)) aNd RE (s rss(v)) Values when C, < C,,

p n=3 n=4 n=5 n=6 n=9 n=10
PB(srs) -0.0001 -0.0002 0.0000 0.0000 -0.0006 0.0000
0.99 PB (rssix)) -0.0001 -0.0001 -0.0001 -0.0001 0.0000 0.0000
PB(rssry) -0.0001 -0.0001 0.0000 -0.0001 0.0000 0.0000
RE (sps rss(x)) 1.8701 2.2652 2.6647 3.0123 4.1947 4.5590
RE (srsrssv)) 1.9071 2.3397 2.7690 3.1657 4.5573 4.9363
PBsrs) -0.0002 -0.0001 -0.0001 0.0000 0.0000 -0.0001
PB (rsstx)) -0.0002 -0.0001 -0.0001 0.0000 0.0000 0.0000
0.90 PB(rssvy) -0.0001 -0.0001 0.0000 0.0000 0.0000 0.0000
RE (sps rss(x)) 1.7187 2.0002 2.2449 2.3661 2.9102 3.0795
RE (srsrssv)) 1.9135 2.3562 2.7614 3.1181 4.4288 4.8785
PB(srs) -0.0002 0.0000 0.0000 -0.0001 -0.0001 -0.0001
PB (rssix)) -0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
0.80 PB(rssry) -0.0001 -0.0001 0.0000 0.0000 0.0000 0.0000
RE (sps rss(x)) 1.5738 1.7566 1.9379 2.0531 2.2558 2.4713
RE (spsrss(r)) 1.9055 2.3448 2.7647 3.1356 4.4428 4.8716
PB(srs) -0.0001 -0.0001 0.0000 -0.0001 0.0000 -0.0001
0.70 PB (rsstx)) 0.0000 0.0000 0.0000 -0.0002 0.0000 -0.0001
PB(rssvry) 0.0000 -0.0001 0.0000 -0.0001 0.0000 0.0000
RE (sps rss(x)) 1.4869 1.6086 1.7199 1.7916 1.8960 2.0170
RE (spsrss(r)) 1.9096 2.3387 2.7489 3.1396 4.4126 4.8503
PB(srs) -0.0001 -0.0002 -0.0001 0.0000 0.0000 0.0000
0.60 PB(rssx)) 0.0000 0.0000 0.0000 -0.0001 0.0000 -0.0001
PB(rssvy) 0.0000 0.0000 0.0000 -0.0001 0.0000 0.0000
RE (srs rsS(X) 1.3997 1.4673 1.5481 1.6147 1.6664 1.7286
RE (spsrss(r)) 1.9090 2.3381 2.7567 3.1384 4.3894 4.8197
PBsrs) -0.0001 0.0000 -0.0001 0.0000 0.0001 0.0000
PB(rssix)) 0.0000 0.0000 -0.0001 -0.0002 0.0000 0.0000
0.50 PB(rssir)) 0.0000 0.0000 0.0000 -0.0001 0.0000 0.0000
RE (sps rss(x)) 1.3329 1.3739 1.4420 1.4868 1.5034 1.5478
RE (srsrss() 1.9128 2.3412 2.7514 3.1412 4.4069 4.7847
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Table 2. RE sgs rss(x)) aNd RE (s rss(v)) Values when C, = C,,

p n=3 n=4 n=5 n=6 n=9 n=10
PB(srs) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.99 PB (rssix)) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
PB(rssry) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
RE (sps rss(x)) 0.9953 1.0032 0.9961 0.9979 1.0031 0.9969
RE (srsrssv)) 1.0011 0.9997 0.9983 1.0000 0.9973 1.0038
PBsrs) 0.0001 0.0001 0.0001 0.0001 0.0000 0.0000
PB (rsstx)) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.90 PB(rssvy) 0.0001 0.0001 0.0001 0.0001 0.0000 0.0000
RE (sps rss(x)) 1.0363 1.0162 1.0429 1.0328 1.0225 1.0272
RE (srsrssv)) 1.0141 1.0320 1.0183 1.0346 1.0476 1.0313
PB(srs) 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001
PB (rssix)) 0.0001 0.0000 0.0000 0.0004 0.0000 0.0000
0.80 PB(rssry) 0.0002 0.0002 0.0001 0.0001 0.0001 0.0001
RE (sps rss(x)) 1.0376 1.0492 1.0468 1.0569 1.0666 1.0502
RE (spsrss(r)) 1.0486 1.0659 1.0705 1.0656 1.0768 1.0834
PB(srs) 0.0003 0.0002 0.0002 0.0001 0.0001 0.0001
0.70 PB (rsstx)) 0.0002 0.0001 0.0001 0.0000 0.0000 0.0000
PB(rssvry) 0.0003 0.0003 0.0003 0.0002 0.0001 0.0001
RE (sps rss(x)) 1.0626 1.0832 1.0941 1.0774 1.1224 1.1095
RE (spsrss(r)) 1.0635 1.0839 1.0923 1.0881 1.0947 1.1060
PB(srs) 0.0004 0.0002 0.0002 0.0002 0.0001 0.0001
0.60 PB(rssx)) 0.0002 0.0001 0.0000 0.0001 0.0000 0.0000
PB(rssvy) 0.0004 0.0003 0.0002 0.0002 0.0002 0.0002
RE (srs rsS(X) 1.0908 1.1000 1.1162 1.1050 1.1603 1.1665
RE (spsrss(r)) 1.0743 1.1269 1.1111 1.1452 1.1430 1.1332
PBsrs) 0.0004 0.0003 0.0003 0.0002 0.0001 0.0001
PB(rssix)) 0.0003 0.0001 0.0001 0.0001 0.0001 0.0000
0.50 PB(rssir)) 0.0005 0.0003 0.0003 0.0003 0.0002 0.0002
RE (sps rss(x)) 1.1062 1.1109 1.1428 1.1360 1.1916 1.2027
RE (srsrss() 1.1029 1.1527 1.1399 1.1867 1.1719 1.1702
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As seen from Table 1, RE (g5 pss(x)) V& RE (srs rss(yy)Values increase as the n value increases
for the same p correlation coefficient. It is also seen that RE (sps pss(x)) < RE(sps,rss(r)) in @ll cases as
expected. As p approaches 0.50, the increase rate of RE gz pss(x)) IS lower than the increase rate of
RE (srs,rss(yy) When n value increases.

As p decreases and n increases, the differences between RE (spg pssx)) @nd RE (sps rss(v))
values increase. For all p values under the same sample size, RE sps pss(yy) Values are close to each
other. For example, when n=3 and p=0.99, RE g rss(yy) Value is 1.9071, similarly when n=3 and
p=0.50, RE (sps pss(yy) Value is 1.9128. Thus, it can be said that REgps rss(y)) Values are not affected

by the value of p. When PB values are considered, it is seen that these values close to zero in all cases.
As seen from Table 2, RE(gps rss(x)) @Nd RE(gps rss(yy) Values are approximately 1 when

p=0.99. In this case, the efficiency of the RSS(X), RSS(Y) and SRS designs are very close to each other.
As p decreases and n value increases, RE (sps pss(x)) @Nd RE (sps rss(y)) Values increase. Also PB values

are close to O for all cases.
4. Numerical Example

To illustrate how one might implement the estimators given in section 2, we used the data, which
represent the weight (Y) and the lenght (X) of 167 fish of the Alburnus mossulensis population living in
Keban Dam Lake, Elaz1g in Turkey. They were captured between date of November 2011 and December
2012 [25]. In this example, we were interested in the estimation of the mean for fish weight using RSS.
Auxiliary variable was taken as fish length in this study. The samples were ranked based on both weight
and length. The correlation coefficient between weight and length was calculated as 0.8837. This
correlation is appropriate to use ratio estimator in RSS. The ratio estimation of the population mean was
calculated when the unit ranking was performed based on both auxiliary variable and variable of interest
in RSS. Numerical example was performed for n= 6, (m,r)=(2,3), (3,2), (6,1) and n= 10, (m,r)=(2,5),
(5,2), (10,1) for the RSS and SRS data sets. The parameter values were given in Table 3.

Table 3. Parameter values for X and Y variables

N =167 Py =0.8837
U= 126.44 #y=12.50
02 =50.5487 0Z = 4.7648
C; =006 C,=0.174
The population ratio was defined by R = Z—y = %5404 =0.0989. The calculated MSE values using

Eg. (6), (8) and (18) and RE using Eq. (23) were given in Table 4.

As can be seen in Table 4, MSE(YrRSS(Y)) is smaller than MSE(YTRSS(X)) for the same (m,r)
values. However, to compare the REs of the estimators with each other, we obtained the values of MSE
of each estiinator using the population data, both MSE(}_’rRSS(X)) and MSE(YrRSS(Y)) v_alues are smaller
than MSE (Y,,.) for the same sample size. For example, when m=2 and r=3, MSE (Yrgssqy,) =0.2942
is smaller than MSE(YrRSS(X)) =0.3437 and when n=mr=6, both of them are smaller than

MSE(YrSRS) =0.4232. For the same sample size, when the set size increases, MSE values decrease for
all cases. Thus, for the same sample size, a larger set size and a smaller cycle size in RSS can be preferred.
Moreover, RE sgs rss(y)) Values are larger than RE sgs rss(x)) for same m and r. Besides, RE values are
increases as the sample size increases. Since p=0.8837, RE sz rss(x)) Values are also greater than 1.

In terms of sample size, RE(sgs rss(v)) and REsrs rss(x)) Values are equal with each other for
the same m values((m,r)=(2,3), (2,5)). As can be seen in Eq. (19), the r number of cycles does not affect
the RE values. Besides, the maximum RE sgs rss(vy) @Nd RE srs rss(x)) Values are obtained for n=10
when m=10 and r=1.
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Since €7 > CZ, the ranking according to the interested variable can be preferred for this data.
Besides, the difference between the MSE’s is small because the p value is 0.8837.

Table 4. MSE and RE values of ratio estimators

m | r | MSE(Y,g,) | MSE (?rkss(x)) MSE (VTRss(y)) RE (sgsrssxy) | RE (srsrssvy)

213 0.3437 0.2942 1.2313 1.4385
n=6 3|2 0.4230 0.3040 0.2297 1.3921 1.8424

6 |1 0.2519 0.1452 1.6800 2.9146

215 0.2062 0.1765 1.2313 1.4385
n=10 512 0.2539 0.1582 0.0985 1.6049 25777

101 0.1353 0.0615 1.8766 4.1285

5. Conclusion

This paper indicates that using the formulas obtained in this study, MSE values can easily be calculated
by utilizing the coefficients of variation when the variables have bivariate normal distribution. In
addition, if there is a priori knowledge about the coefficients of variation, it can be decided to which
variable can be used for ranking in RSS. Particularly, while it is preferred ranking according to X when
Cx > C, and ranking according to Y is preferred when C, < C,,. In addition, any of X and Y can be used
for ranking when C, close to C,, . As a result of the simulation study, when C, < C,, the differences
between RE(gps rss(x)) @Nd RE (sps rss(yy) Values increase as p decreases and n increases. In this case,

RE (srsrss(ry) Values are not affected by the value of p. Also when C = €y, RE(gpspss(x)) and
RE (sgsrss(ry) Values are approximately 1 when p close to 1. In this case, RE(sgsrss(x)) and
RE (srsrss(ry) Values increase as p decreases and n value increases. As a result, RSS estimators are more
efficient than SRS estimators for all considered cases and RE (s pss(x)) @Nd RE (sps pss(yy) Values
increase as the set size increases for the same sample size n.
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