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Abstract  

The aim of this study is to estimate of organic matter values based on chlorine and turbidity 

values with the help of ANN and multiple regression (MR) methods. Three different models 

were done with ANN, and the statistical performance of these models was evaluated with 

statistical parameters like; µ, SE, σ, R2, RMSE and MAPE. The R2 value of the selected best 

model was found to be quite high with 0.94. The relationship between the evaluation results 

of the ANN model and the empirical data (R2 = 0.92) showed that the model was quite 

successful. In the MR analysis, R2 was determined as 0.63, and a middling significant (p <0.05) 

relationship was found. Since the calculated F value was greater than the tabulated F value, it 

was concluded that there is a clear relationship between dependent and independent variables. 
In addition, spatial distribution maps of chlorine, turbidity, organic matter values were created 

with the help of the GIS. With these maps, the estimated distribution of the measured 

parameters in the whole city network was accomplished. This study revealed that turbidity and 

chlorine parameters are related to organic matter value, and by establishing this relationship, 

organic matter can be estimated by ANN. 
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1. Introduction 

Water quality is a term describes the physical, 

chemical, and biological properties of water according 

to the suitability of water for a particular use. Water 
quality is influenced by natural and anthropogenic 
influences [1].  

Natural organic matter is defined as a mixture of 

complex and diversified organic compounds resulted 

from natural processes occurring in the environment. 

Dead and live plants, animals, microorganisms, and 
their decomposition products can be precursors of 

natural organic matter [2]. Therefore, natural organic 

matter emerges as a result of contact between water 
present in the hydrological cycle and dead or living 

organic matter [3]. Natural organic matter in aquatic 

environments originates of both natural and human 
origin. However, the main source of natural organic 

matter is terrestrial vegetation and soils [4]. It is found 

widely in both surface and groundwater as a result of 

biological, geological, and hydrological interactions 
[5]. 

Organic matter in water is one of the most significant 

parameters affecting water quality. Organic substances 

found naturally in surface and underground water 
sources cause undesirable problems in many cases. 

The most important of these problems is that chlorine 

added to water for disinfection purposes creates 
trihalomethane (THM) compounds and other 

halogenated organic compounds as a result of the 

reaction with humic substances or other anthropogenic 

compounds in water [6, 7]. Since natural organic 
materials can cause problems with color and taste as 

well as forming disinfection by-products, the presence 

of natural organic matter in drinking water has 
attracted much interest in recent years [8]. 

Chlorine and chlorine compounds are the materials 
most commonly used in water treatment facilities. The 

most important feature of chlorine is that it has residual 

disinfection potential that prevents both the growth of 

microorganisms in drinking water networks and the 
entry of contaminants due to pipe breaks, maintenance 
of the network, negative pressure problems [9]. 
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The suspended particles or colloidal substances in the 

water cause turbidity that prevents the transmission of 

light in the water. Turbidity can be caused by organic 
or inorganic substances, or a combination of the two. 

Usually microorganisms (viruses, bacteria and and 

protozoa) are added to the particles to remove turbidity 
by filtration, which greatly reduces the microbial 
pollution in the treated water [10]. 

Turbidity is a measure of the refractibility of light for 

water, and it has been used traditionally to indicate the 

quality of drinking water. Although microbiological 

contamination is usually joined by increased turbidity, 
other factors such as organic matter and silt also impact 

the turbidity levels in the water exiting the treatment 

plant [11]. Acceptable turbidity limits for water exiting 
from the treatment plant may vary between countries, 

but are generally less than 1 or 2 NTU [12]. However, 

to ensure the efficacy of disinfection, the turbidity must 
not be higher than NTU and Much less is preferred 
[10]. 

High levels of turbidity can stimulate bacterial growth 
by protecting microorganisms from the impacts of 

disinfection, which causes a great demand for chlorine. 

It is imperative to implement a comprehensive 
management strategy whereby multiple barriers are 

used in conjugation with disinfection to block or 

eliminate bacterial pollution, including water source 
protection and suitable treatment processes, in addition 
to protection during storage and distribution [10]. 

Water quality data are generally required to define the 
efficiency of water pollution control measures and the 

compliance level with determined standards of quality 

[13]. There is also a need for evaluating general water 
quality conditions and modeling water quality 

processes over a wide area. Therefore, water quality 

monitoring programs help to illuminate various 
processes that affect water quality and provide 

necessary information to water managers in decision-
making [14]. 

In recent years, various studies have been carried out 

on water quality prediction models [15, 16]. However, 

traditional methods of data processing are no longer 
good enough to solve the trouble, as many factors that 

affect water quality have a complex nonlinear 

relationship [17]. On the other hand, ANN has been 
widely adopted for system identification, model 

definition, design optimization, amd analysis, and 

prediction, which can mimic the basic features of the 

human brain like self-adaptation, self-regulation, and 

fault tolerance [18, 19]. ANN networks can map the 
non-linear relationships that form the properties of 

aquatic ecosystems, and this distinguishes them from 

other statistical-based water quality models that 
suppose a linear relationship among response and 

prediction variables and their natural distribution [20]. 

In the last two decades, ANNs have made significant 

progress in practice in nearlyall research areas [21-26]. 

In this study; Depending on the chlorine and turbidity 

amounts in the drinking water network of Sivas city, 

the amount of organic matter in the water was 
estimated by ANN and multiple regression (MR) 

methods. The predictability of this parameter, which is 

very important in terms of drinking water quality, 
depending on its varying values in different parts of the 

network was investigated. In addition, spatial 

distribution maps of chlorine, turbidity, organic matter 
measured in the drinking water network with the help 

of GIS and organic matter estimated by ANN were 

created. With these maps, the estimated distribution of 

the measured and predicted parameters in the whole 
city network was revealed. This study will contribute 

to different environmental studies where ANN, 

multiple regression analysis and spatial distribution 

maps will be evaluated together. 

2. Materials and Methods 

In this study, the results of turbidity, chlorine and 

organic matter analysis performed on samples taken 
from Sivas city drinking water distribution network by 

Sivas Municipality were used. The results of samples 

taken from 43 different points (Figure 1) that will 
represent the network starting from near the tank 

feeding the city network to the end point of the network 

were used in ANN and MR modeling. During the 
study, computer aided software program MATLAB 

R2013 was used for ANN calculations while Excel 
2010 was utilized for regression analysis. 

Using the IDW (Inverse Distance Weighted) 

interpolation method in the Spatial Analyst Module of 

the ArcGIS 10.2 software, spatial distribution maps 
were created for the measured turbidity, chlorine, 

organic matter values and the estimated organic matter 
values in the drinking water line in the study area. 
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Figure 1. Sampled points on the network 

2.1. Artificial Neural Network (ANN) Model 

ANN was used to model the relationship between 

different data obtained by empirical methods and the 
estimation of a variable accordingly. In Figure 2, a 

simple ANN architecture was presented where the 

inputs are x1, x2,… xn and the weight coefficients of 

each input are Wk1, Wk2,… Wkn. Here, xn represents 
the input signals and Wkn represents the weight 

coefficients of these signals. The results from the 
thresholding function of the Y network are shown [25]. 

 

Figure 2. ANN cell model 

The back propagation algorithm is a training algorithm 

and is widely used especially in engineering 
applications. The number of hidden layers in ANN can 

be augmented depending on nature of the problem 

[27]. The simple architecture of ANN's back 
propagation algorithm is given in Figure 3. 

 

 

 

 

Figure 3. Simple architecture of ANN's back propagation 

algorithm 

3. Results and Discussion 

3.1. Organic matter estimation with ANN 

The artificial neural network uses a modular neural 
network structure, which is a very strong 

computational technique, to model complex nonlinear 

relationships, especially when the relationship between 

variables is unknown in detail [28]. The basic structure 
of an ANN model generally consists of three various 

layers; The input layer, the hidden layer or layers and 

the output layer. The data is entered into the model and 
the weighted sum of the input is calculated in the input 

layer, The data is processed in the hidden layer or 

layers, while in the output layer the ANN results are 
produced. Each layer is made up of one or more 
fundamental components called a neuron or node [29]. 

The foundations of a neural network are the neurons 
that make up the hidden and output layers of the 
network (Fig.4). 
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Figure 4. ANN structure 

When designing an ANN, determining the number of 

neurons in the hidden layer is important. Too many 

hidden nodes can lead to over-compliance issues. Too 
few nodes in the hidden layer can cause non-

compliance problems [30]. The number of hidden 

layers is chosen depending on the intricacy of the 

problem, yet one hidden layer is usually adequate to 

model most problems [31]. 

The training, validation and testing data of the ANN 

model that provides the best estimation are given in 
Figure 5. The statistical performance of the models was 

estimated depending on the statistical parameters µ, 

SE, σ and R2. In addition, RMSE and MAPE were used 

to evaluate the quality of models developed between 

the data estimated with ANN and the actual data [32]. 
RMSE is a measure of the quality of fit, and best 

describes the mean of the measurement error in 

predicting the dependent variable [33]. The statistical 
performance of the study is given in Table 1. 

RMSE, MAPE and R2 are often used as a criterion to 
estimate network performance by comparing the error 

and measured data obtained from conjoint neural 

network studies [34]. RMSE and MAPE are calculated 
according to Equation 1-2. 

𝑅𝑀𝑆𝐸 = √
1

𝑛 
∑ (𝑡𝑖 − 𝑧𝑖)21

𝑛                        (1) 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|(𝑡𝑖−𝑧𝑖)|2

𝑧𝑖
× 100

𝑛

𝑡=1
              (2) 

Here; "ti" and "zi" are the estimated and actual 

outputs, while "n" represents the number of points in 

the data 

set. 

  

  

Figure 5. Training, validation and testing data obtained in ANN 
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Table 1. Statistical performance of ANN models 

Model  Yapı R2 σ SE µ RMSE MAPE 

I 2-2-1-1 0.82 0.22 0.10 1.01 0.61 19.42 

II 2-3-1-1 0.90 0.14 0.07 0.96 0.62 13.10 

III 2-4-1-1 0.92 0.13 0.06 0.99 0.62 11.61 

As can be seen in Table 5, the results show that there 

is a considerable relationship between the values 
observed in the models created. However, the 2-4-1-1 

model is seen as the best model in respect of R2 and 

SE. RMSE values are very close to each other in all 

three models. The MAPE value is also an impartial 
statistic for measuring the predictive ability of a model. 

Low MAPE value indicates the best model 
performance [35]. 

The relationship between the results of estimating the 

designed ANN model and the empirical data was 
arranged in order to assess the success of the ANN 

modeling used as an efficient tool. The diagram of the 

estimated organic matter values with ANN is shown in 
Figure 6. 

 

Figure 6. Comparison of calculated and estimated organic 

matter results. 

As seen in Figure 6, the estimated results and 

calculated data of the designed ANN model were 
compared, and it was found that they were in good 

harmony (R2 0.92). 

ANN proved to be an efficient method for modeling 

organic materials with high R2 values. The efficiency 
of the ANN model was settled based on maximizing R2 

and lowering the MSE value of the test set (1–13 

neurons corresponding to the hidden layer). According 
to the graph of the lowest mean of squares error (MSE), 

and the number of epochs for the optimized ANN 

models (Fig.7), there was no significant change in the 
performance of the method after 7 stages. As seen in 

Figure 6; the network was trained successfully with the 
algorithm od flexible back propagation. 

 

Figure 7. Number of epochs for optimal ANN models 

according to MSE 

3.2 Multiple regression analysis 

The purpose of MR analysis is to define two or more 
independent variables at the same time to explain the 

variations of a dependent variable. In this study, 

turbidity and chlorine were accepted as independent 
variables, while organic matter was accepted as 

dependent variable. MR analysis was carried out to 

determine the relationship between organic matter and 

two independent variables. The studied statistical 
variables studied are given in Table 2. 

 
Table 2. Statistical data of the variables 

 Turbidity Chlorine Organic 

matter 

Mean 0.57 0.29 0.57 

Maximum 1.75 0.40 1.20 

Minimum 0.30 0.15 0.20 

Median 0.44 0.30 0.50 

Variation 0.10 0.002 0.06 

Standard 

Deviation 0.32 0.05 0.25 

Skewness 2.23 -0.05 0.63 

Kurtosis 4.68 0.19 -0.30 

 

R² = 0,9276
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The approval of the model was made by considering 

the F test, t test and correlation coefficients. The 

statistical results of the model are given in Table 7. The 
importance of the R2 value can be determined by means 

of the T-test, supposing that there is normal 

distribution of the variables and random selection of 
observations. The test compares the t value calculated 

using the null hypothesis to the tabulated t value. The 

confidence level was chosen as 95% in this test, and 

the critical t value was obtained as ± 1.66. If the 

calculated t value is higher than the tabulated t value, 
the null hypothesis is inadmissible. This indicates R is 

important. If the calculated t value is lower than the 

tabulated t value, the null hypothesis is admissible. 
Thus, R is not important [24, 36]. Statistical results of 
the variables are given in Table 3. 

 

Table 3. Statistical results 

Independent 
Value 

Dependent 
Value 

R2 Adjus
ted R2 

Unstandardi
zed  

Coefficients 

Standard 

Error 

Calculated 
F value 

Tabulate
d 

F value 

Sign
. 

Turbidity Organic 

matter 

0.63 0.61 0.63 0.07 33.59 0.29 0.00 

Chlorine    -0.20 0.47    

Independent 
Value 

Calculated 

t   

Tabulated 

t value 

Sign
. 

Turbidity 8.04 ± 1.66 0.05 

Chlorine -0.43  0.66 

As seen in Table 3, calculated t values are larger than tabulated t values. In this case, R is important. It was 
determined as R2 = 0.63 and there is a middling significant (p˂0.05) relationship. In addition, the calculated F 

value was higher than the tabulated F value. In this case, the null hypothesis is rejected. There is a real relationship 

between dependent and independent variables. 

3.3. Spatial distribution maps 

The Inverse Distance Weighted (IDW) Interpolation 
Method was used while creating spatial distribution 

maps of chlorine, turbidity, organic matter measured 

from the network and organic matter estimated by 
ANN. 

Inverse Distance Weighted (IDW) Interpolation 

Method 

This method is an interpolation method that predicts 

values of cell by means of average values of sample 
data points in the vicinity of each cell. The sample 

points closest to the cell are given a high weight value. 

The further away from the estimation location, the 

effects of the points decrease. If any point is located in 
an area that is quite different from the estimation 

location, it may not be appropriate to consider a very 

distant point in this method. This problem can be 
solved provided that a sufficient number of points is 

taken into account and a surface is created for small 

areas. The number of points varies depending on the 
amount, distribution, and surface character of the 

sample points [37]. The basis of this method is the 

calculation of distances from the desired point to data 

points, and the linear weighting of the effect of data 
points on the value at the desired point using an inverse 
function [38]. 

𝑍 (𝑋𝑜) =
∑ 𝑍 (𝑋𝑖). 𝑑𝑖0

−𝑟𝑛
𝑖=1

∑  𝑑𝑖0
−𝑟𝑛

𝑖=1

                                      (3)  

Here; Xo is the position where the predictions are 
made, and this position is a function of adjacent 

measurements, n [Z (Xi) and i = 1, 2, …, n,]. r is the 

exponential number determining the assigned weight 

of each observation, and d is the distance between the 
observation position (Xi) and the estimated position 
(Xo). 

The larger the exponent, the smaller the assigned 

weight of observations at a given distance from the 

estimation location. The increase in exponents shows 
that the estimations are very similar to the closest 

observations [39]. Spatial distribution maps created for 
each parameter are given in Figure 8. 
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Figure 8. Spatial distribution maps for turbidity (a), chlorine (b), measured organic matter (c), estimated organic matter (d) 

The measured turbidity values in the drinking water 

network vary between 0.30-1.75 NTU. The lowest 

values of turbidity in the drinking water network were 
observed in the north-east parts of the network, while 

the greatest values were seen in the middle parts of the 

network (Figure 8a). It was observed that chlorine and 
organic matter values were high in the middle parts of 

the city network (Figures 8b, 8c). When a general 

evaluation is made in terms of measured and estimated 

organic matter in the city network; The measured and 

estimated organic matter amounts were approximately 
close to each other, and the max and min values of 

these amounts were observed in similar parts of the 
network (Figures 8c, 8d). 

 

c) 

d) 
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4. Conclusions 

In this study, organic matter values were estimated by 
ANN and MR depending on the chlorine and turbidity 

measured in the drinking water network. Three 

different modelling were conducted with ANN, and the 
statistical performance of the models was evaluated 

with µ, SE, σ, R2, RMSE and MAPE parameters. The 

R2 value of the graph of the empirical data and of the 

estimation results of the ANN model was 0.92 and 
showed that the model was quite successful. In the MR 

analysis, R2 was determined as 0.63, and a middling 

significant (p <0.05) relationship was found. Since the 

calculated F value is higher than the tabulated F one, it 

is inferred that there is an actual relationship between 

dependent and independent variables. In addition, the 
estimated distributions of the measured parameters at 

43 points representing the whole network gave an 

important prediction about the water quality in the 
network. In this study, it was revealed that the turbidity 

and chlorine parameters are related to the organic 

matter value and that the organic matter can be 

estimated by ANN by establishing this relationship. 
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