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Estimating Human Poses Using Deep Learning Model 
 

 

Fırgat MURADLI1 , Serap ÇAKAR*2 , Feyza SELAMET2 , Gülüzar ÇİT3  

 

 

Abstract 

 

Over the past decade, extensive research has focused on the extraction of 3D human poses from 

images. The existing datasets must effectively address common challenges related to pose 

estimation. These datasets serve as valuable resources for evaluating, informing, and comparing 

different models. Deep learning models have gained widespread adoption and have 

demonstrated impressive performance across various domains of research and engineering. In 

this study, we employ these models, leveraging the open-source libraries OpenCV and Keras. 

To enhance the diversity and complexity of the training and testing process, we utilize the MPII 

Human Pose dataset. Specifically, we train and test the ResNet50 and VGG16 models using 

this dataset, resulting in significant improvements. The model's performance is evaluated based 

on the validation rate of the dataset and the accuracy of our model was 88.8 percent for VGG16 

and 67 percent for ResNet50. 

 

Keywords: 2D human pose, convolutional neural network, transfer learning 

 

1. INTRODUCTION 

 

Estimating the precise pixel locations of 

significant key points on the human body is 

known as "human pose estimation." 

Estimating human pose techniques forecast 

model parameters from training data by using 

complex view models and learning algorithms 

[1]. Human pose estimation algorithms have a 

wide range of applications in various fields 

where detecting and tracking human 

movements is important such as sports 
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analysis, augmented reality and virtual reality, 

gaming, robotics and healthcare [1-3]. The 

availability of annotated training images 

representing human clothing, strong 

articulation, partial (self) occlusion, and 

cutting at image boundaries are all essential 

factors in the performance of these 

approaches. While there are training sets for 

particular situations, such as sports scenes and 

upright people, the variety and variability of 

the represented activities still need 

improvement. Since people usually wear tight 
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sportswear, sports scene datasets typically 

provide highly articulated poses but are 

limited in various looks. Datasets such as 

"Fashion Pose" and "Armlets", on the other 

hand, tend to capture images of people dressed 

in various outfits and occlusions and cuts. 

 

The objective of estimating human pose can 

change. Studies have been done to use a single 

2D image to create a 3D body pose prediction 

and a 2D depth image to generate a 3D body 

pose prediction [2, 3]. The location of 

articulation points (such as the neck, knees, 

elbows, etc.) in 2D coordinate space is used to 

represent a pose [3]. For most action 

recognition issues, this representation 

paradigm is adequate. The model is also the 

simplest way to describe the anatomy of the 

human body. The number of articulation 

points in the literature is not standardized. 

From dataset to dataset, the point count 

frequently varies [4-6].  

 

This research aims to predict a human body 

pose from a single 2D image and to see how 

the Keras model can predict human body 

posture using deep convolutional neural 

networks (DCNN). Since VGG16 and 

ResNet50 are frequently used for detecting 

and tracking complex structures like the 

human body, they were chosen for this study 

as well. 

 

The article is organized as follows; Section 1 

describes the motivation of our study, Section 

2 mentions related works, and Section 3 

explains the experiments and summarizes the 

results. Finally, the conclusion is discussed in 

Section 4. 

 

2. LITERATURE REVIEW 

 

Human pose prediction is a significant 

research subject for the computer vision 

group. Researchers have primarily performed 

research because of its importance in various 

fields, including human-computer interaction, 

action detection, surveillance, image 

interpretation and threat prediction. As a 

result, multiple studies have been carried out, 

beginning with the first realistic models for 

predicting human pose, using the most well-

known deep learning approaches to provide a 

brief analytical analysis of the most successful 

methods. 

 

Tekin et al. [7] suggested an effective method 

for saving humans' three-dimensional (3D) 

poses by using motion information from 

consecutive frames of a video series. In the 

study, a direct return was made from the 

spatial seal volume of the bounding boxes to 

the 3D pose in the main frame. The Human 

3.6 m and KTH Multiview Football 3D 

datasets have effectively overcome 

uncertainties, and the latest technology has 

been achieved with a significant difference 

compared to the human pose prediction 

criteria. 

 

Pavlokos et al. [8] addressed the question of 

3D human pose estimation from a 

monochrome image. The proposed method 

reduces relative error by more than 30% on 

average, outperforming all state-of-the-art 

approaches in standard comparisons. In 

addition, research has been done using 

volumetric representations in a related 

architecture that is not optimal according to 

the end-to-end process. 

 

A learning-based motion-capture model for 

single-camera input is proposed by Tung et al. 

[9]. The model is trained from synthetic data 

in an end-to-end frame using robust control 

and self-control from different manipulations 

of skeleton key points, extreme 3D grid 

motion, and human context segmentation. It 

was determined that low-error solutions were 

approached with the proposed model, while 

previous optimization methods were 

unsuccessful. 

 

Zhou et al. [10] investigated estimating three-

dimensional human poses in the wild. In 

monitored laboratory settings, images 

captured in the wild were transferred to a 3D 

exposure mark. Both 2D and 3D experiments 

yielded competitive results at the end of the 

analysis. 

MURADLI et al.

Estimating Human Poses Using Deep Learning Model

Sakarya University Journal of Science 27(5), 1079-1087, 2023 1080



Kanazawa et al. [11] used the Human Mesh 

Recovery method to recreate a complete 3D 

file of a human body from a single RGB image 

by defining an end-to-end frame. The model 

has demonstrated approaches to various 

optimization-based methods that have 

previously been used, exist in nature and are 

carried out outside. 

 

Mu et al. [12] describe the techniques used in 

human exposure estimation and list some 

applications and the flaws encountered in pose 

estimation. 

 

Chen et al. [13] propose a transformer-like 

model called ShiftPose, a regression-based 

approach whose result on the COCO dataset is 

72.2 mAP. 

 

3. EXPERIMENTS 

 

3.1.  Dataset 

 

In this study, the MPII Human Pose dataset is 

used to estimate the human pose. The MPII 

Human Posture dataset has 25K images 

containing 40000 people with 2D body joint 

descriptions [2]. The dataset includes 410 

human activities, and each image has an 

activity label. There is no 3D information 

about human key points. The images have 

been collected in several daily activities. 

Annotations are provided in an Anaconda 

Jupyter. Each image is taken from a YouTube 

video (Figure 1). 

 

 
Figure 1 Examples of images from the MPII 

dataset showing some common human activities 

 

 

3.2. Deep Learning Methods 

 

DCNN (Deep Convolutional Neural 

Network): Deep Convolutional Neural 

Networks (DCNNs) are a type of neural 

network architecture specifically designed for 

processing visual data, such as images. They 

are composed of multiple layers of 

convolutional, pooling, and fully connected 

layers. DCNNs leverage the idea of local 

receptive fields, weight sharing, and 

hierarchical representations to extract 

meaningful features from input images. 

 

ResNet50: ResNet50 is a variant of the 

ResNet (Residual Network) architecture. 

ResNet introduced the concept of residual 

learning, which addresses the problem of 

vanishing gradients in deep neural networks. 

ResNet50 specifically refers to a ResNet 

model with 50 layers, consisting of 

convolutional layers, batch normalization, and 

skip connections. Skip connections allow the 

network to learn residual mappings, which 

helps in training deeper networks more 

effectively. 

 

VGG16: VGG16 is a convolutional neural 

network architecture developed by the Visual 

Geometry Group at the University of Oxford. 

It gained popularity due to its simplicity and 

strong performance on various image 

recognition tasks. VGG16 consists of 16 

layers, including 13 convolutional layers and 

3 fully connected layers. It uses small 

receptive fields (3x3 convolutional filters) and 

max pooling layers to progressively extract 

more complex features from input images. 

 

Both ResNet50 and VGG16 have been widely 

used as pre-trained models for transfer 

learning. Transfer learning involves using a 

pre-trained model on a large dataset, such as 

ImageNet, and fine-tuning it on a smaller 

dataset specific to the target task. This 

approach allows leveraging the learned 

representations from the pre-trained models 

and achieving good performance even with 

limited training data. 
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These methods have been instrumental in 

various computer vision tasks, including 

image classification, object detection, and 

image segmentation, and have significantly 

contributed to the advancements in the field of 

deep learning. 

 

3.3. Details of Training 

 

The image resolution varies in the MPII 

dataset. The original images were cropped and 

resized to 256x256 before being sent to CNN. 

Resizing and cropping can be done in various 

ways, and you can choose whether or not to 

include obscured key points in the training 

data. The weights of a filter are distributed 

throughout the image in CNNs. Small filter 

sizes and sharing weights allow CNNs to have 

fewer weights than fully connected layers. A 

3x3 filter size convolutional layer with 128 

features, for instance, will have weights of 

3x3x3x128 = 3456 in a 256x256x3 sample 

image. In so-called deep CNNs, many layers 

may be stacked on top of one another while 

still using less memory. This has been shown 

to be beneficial when the network needs to 

learn more difficult and abstract tasks [14]. 

Three different preprocessing methods were 

introduced and tested as part of the effort to 

enhance CNN's results. All preprocessing 

techniques crop the image using a boundary 

square to maintain the aspect ratio. Anaconda 

Jupyter, a commercial software package, was 

used for preprocessing. 

 

 
Figure 2 Original image before preprocessing [14] 

 

The original image before preprocessing is 

shown in Figure 2. In the preprocessing 

method, the bounding frame cannot be outside 

the original image. If the edge of the bounding 

frame is larger than the image, it is set to the 

minimum (width, height). Cropping the image 

in this way does not mean that we ensure that 

the person is in the center of the image. 

The only joints with ground truth annotations 

in the training data version were those visible. 

The ground truth was ignored and set to zero 

for the occluded joints, as shown in Figure 3. 

The key points that are obscured cannot 

provide the network with information about 

the pose, which is why they were removed. So 

they can be taken out of the training data. With 

this method, the network receives fewer key 

point annotations during training and is not 

allowed to develop the ability to predict 

obscured key points. 

 

 
Figure 3 Training image not centered without 

covering key points [14] 

 

Figure 4 shows the body's main joints, 

including the elbow, wrist, shoulder, knee, 

ankle, hip, upper part of the head, rib cage, 

pelvis, and neck. Calculating these joints' 

image coordinates is the task at hand.  

 

 
Figure 4 The key points that make up the pose 

[14] 

 

There are about 24K annotations; we only use 

those from sufficiently distant individuals. 

The validation process involved using about 

2400 of these images. Before the training 

started, each image in the dataset was 

transformed into 16 labeled images. These 

images are 64x64 in size, one for each 

annotation. Each labeled image had a 2D 

Gaussian hill with 7 pixels in diameter and 1 

standard deviation. Each hill was positioned at 

the x-y coordinate of the corresponding joint. 
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A label volume of 16x64x64 was created for 

each training image (Figure 5). During 

instruction, the stack of labeled images served 

as ground reality. 

 

 
Figure 5 The 16 ground truth images for the key 

points [14] 

 

3.4. Experimental Results 

 

We tested our application on two models 

(ResNet50 and VGG16). Only sufficiently 

reserved people's annotations were used, and 

there are about 24000 annotations in total. 

Roughly 24000 of the images were used for 

the ResNet50 model, of which 20000 were 

used for training and the remaining 4000 for 

testing. We ran our model as 50 epochs, and 

the accuracy of our model is 67 percent. 

 

We again used 24000 annotations for our 

second model, the VGG16. 20000 of them 

were used for training and the rest for testing. 

We still ran our model as 50 epochs, and this 

time the accuracy of our model was 88.8 

percent. 

 

Since our VGG16 model gave better results, 

we showed these graphically in Figures 6 and 

7. VGG16 model trial results are shown in 

Figure 8. The comparison of our model with 

other studies is shown in Table 1 [1, 7-11, 15-

22]. Accuracy values were compared with 

reference to parameters such as the studies in 

the literature, the method used, the database, 

and the number of data. As can be seen in 

Table 1, although the number of data in the 

references [18] and [19] made with the MPII 

dataset used in our study is high, the accuracy 

rate is lower than in our study. 

 

 
Figure 6 Period and loss charts for training and 

validation data of the VGG16 model 

 

 
Figure 7 Period and MSE charts for training and 

validation data of the VGG16 model 
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Figure 8 VGG16 model trial results 

 
Table 1 The methods and results of the studies conducted in the literature review 

Research Method Database Number  

of Images 

Accuracy 

Pavlokos et al. [1] RSTV+KDE KTH Football II 800  71.9 % 

Tekin et al. [7] RSTV + KRR HumanEva-I/II 3000  85.3 % 

Pavlakos et al. [8] PCK3D MPII and LSP 26000  76.5 % 

Tung et al. [9] SFM H3.6M 3600000  98.4 % 

Zhou et al. [10] 3D+2D/wgeo MPI-INF-3DHP 2929  64.9 % 

Kanazawa et al. [11] SMPLify MPI-INF-3DHP 2929  82.5 % 

Zhang et al. [15] FPD MPII and LSP 26000  88.1 % 

Belagiannis et al. [16] PCKh MPII and LSP 26000  85.2 % 

Xiao et al. [17] IEF Human3.6M+MPII 3625000  75.4 % 

Carreira et al. [18] AAMs MPII 27000  73.8 % 

Newell et al. [19]  SFM MPII 27000  83.6 % 

Li et al. [20] MSPN COCO and MPII 352000  92.6 % 

Zhang et al. [21] PCKh MPII and LSP 26000  91.7 % 

Sun et al. [22] VGGNet MPII and COCO 352000  85.7 % 

Our research VGG16   MPII 24000  88.8% 

Our research Resnet50 MPII 24000  67.0% 

 

It is clear that the loss drops of a model are 

taken quickly and with reasonable accuracy; 

they are quite fast in inference. This is a good 

illustration of how effective and easy transfer 

learning can be. 

 

3.5. Evaluation 

 

Performance during training and validation is 

fairly good, but performance on unseen data is 

unclear. Our original data set was divided into 

two separate sections. It's crucial to keep in 

mind that the test dataset requires the same 

preprocessing steps as the training dataset. We 

scale the test dataset before passing it to the 

method to adjust for this. 

 

4. CONCLUSIONS 

 

This article uses deep learning-based models to 

predict 2D human pose from single-color 

images in the MPII human pose dataset. The 

final analysis of the poses in the MPII dataset 

focuses on separating the poses into different 

categories and perspective sets. This is done to 

evaluate how state-of-the-art networks perform 

under different types of exposure and 

viewpoints. We conducted our inspections 
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using 24000 data on VGG16 and Resnet50 

models. The accuracy of our model is 67% for 

ResNet50 and 88.8% for VGG16. The results 

support the findings in this study that poses with 

higher exposure scores are harder to predict. 

The CNN models used in this study have 

disadvantages such as high computational cost, 

large memory requirement and overfitting. We 

can get better results by increasing the training 

and test data. The overfitting problem can also 

be addressed with a wider variety of poses, 

preferably by increasing training data. 
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